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Abstract:With the continued growth and proliferation of Web services and Web based 

information systems, the volumes of user data have reached astronomical proportions. Before 

analyzing such data using web mining techniques, the web log has to be pre processed, integrated 

and transformed. As the World Wide Web is continuously and rapidly growing, it is necessary for 

the web miners to utilize intelligent tools in order to find, extract, filter and evaluate the desired 

information. The data pre-processing stage is the most important phase for investigation of the 

web user usage behaviour. To do this one must extract the only human user accesses from weblog 

data which is critical and complex. The web log is incremental in nature, thus conventional data 

pre-processing techniques were proved to be not suitable. Hence an extensive learning algorithm 

is required in order to get the desired information.This paper introduces an extensive research 

frame work capable of pre processing web log data completely and efficiently. The learning 

algorithm of proposed research frame work can separates human user and search engine accesses 

intelligently, with less time. In order to create suitable target data, the further essential tasks of 

pre-processing Data Cleansing, User Identification, Sessionization and Path Completion are 

designed collectively. The framework reduces the error rate and improves significant learning 

performance of the algorithm. The work ensures the goodness of split by using popular measures 

like Entropy and Gini index. This framework helps to investigate the web user usage behaviour 

efficiently. The experimental results proving this claim are given in this paper.   

 

KeyWords:Web usage mining, intelligent pre-processing system, cleansing, sessionization and 

path completion.  

 

1. INTRODUCTION 

Over the last decade, with the continued increase in the usage of the WWW, web mining has 

been established as an important area of research. Whenever, the web users visit the WWW, 

they leave abundant information in web log, which is structurally complex, heterogeneous, high 

dimensional and incremental in nature. Analyzing such data can help to determine the browsing 

interest of web user. To do this, web usage mining focuses on investigating the potential 

knowledge from browsing patterns of the users and to find the correlation between the pages on 

analysis. The main goal of web usage mining is to Capture, Model and Analyze the web log 

data in such a way that it automatically discovers the usage behaviour of web user.  
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The general process of web mining includes (i)Resource collection: Process of extracting the 

task relevant data, (ii)Information pre processing: Process of cleaning, Integrating and 

Transforming of the result of resource collection, (iii)Pattern discovery: Process of uncovered 

general patterns in the pre process data and(iv)Pattern analysis: Process of validating the 

discovered patterns as shown in Figure 1. 

 

Figure1. Web Usage Mining 

i) Resource collection: The conventional data mining techniques assumes that the data is static, 

and is retrieved from the conventional databases. In web mining techniques the nature of the 

data is incremental and is rapidly growing. One has to collect the data from web which normally 

includes web content, web structure and web usage. Web content resource is collected from 

published data on internet in several forms like unstructured plain text, semi structured HTML 

pages and structured XML documents.  

ii) Information pre-processing: In conventional data mining techniques information pre 

processing includes data cleaning, integration, transformation and reduction. In web mining 

techniques the information pre processing includes a) Content pre processing, b) Structure pre 

processing and c) Usage pre processing. Content Pre-processing: Content pre-processing is the 

process of converting text, image, scripts and other files into the forms that can be used by the 

usage mining. Structure Pre-processing: The structure of a website is formed by the hyperlinks 

between page views. The structure pre-processing can be treated similar to the content pre 

processing. Usage Pre-processing: The inputs of the pre-processing phase may include the web 

server logs, referral logs, registration files, index server logs, and optional usage statistics from 

a previous analysis. The outputs are the user session files, transaction files, site topologies and 

page classifications.  

iii) Pattern discovery: All the data mining techniques can be applied on pre-processed data. 

Statistical methods are used to mine the relevant knowledge.    

iv) Pattern analysis: The goal of pattern analysis is to eliminate the irrelative rules and to 

extract the interesting rules from the output of patterns discovery process. 

As the World Wide Web is continuously and rapidly growing, it is necessary for users to utilize 

intelligent tools in order to find, extract, filter, and evaluate the desired information and 

resources.  

This paper introduces an Intelligent System Web Usage Pre-processor (ISWUP), which works 

based on a learning algorithm. The main idea behind ISWUP is to separate the human user 

accesses and web search engine accesses of web log data. This ISWUP acquires the knowledge 

from the derived characteristics of web sessions. It discards the web search engine accesses 

from the web log. After discarding the search engine accesses from web access logs, the 

remaining data are considered as human accesses. This human access data pre processing 

includes cleansing, user identification, session identification, path completion and formatting. 

This collective work creates the more suitable target data which helps in investigation of the 

web user usage behaviour. 
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This paper is organized as follows. In section 2, we described related work. In next section 3, 

we introduced the overview of proposed work. In subsequent section 4, we expressed the study 

of theoretical analysis. In section 5, the experimental analysis of proposed work is shown. 

Finally in section 6 we mention the conclusions. 

2. RELATED WORK 

Many of the previous authors are expressing the importance, criticality and efficiency of data 

preparation stage in the process of web mining. Most of the works in the literature do not 

concentrate on data preparation.  

Myra Spiliopoulou [1] suggests applying Web usage mining to website evaluation to determine 

needed modifications, primarily to the site’s design of page content and link structure between 

pages. Such evaluation is one of the earliest steps, that adaptive sites automatically change their 

organization and presentation according to the preferences of the user accessing them. M. 

Eirinaki and M. Vazirgiannis.[2] proposed a model on  web usage mining activities of an on-

going project, called Click World, that aims at extracting models of the navigational behaviour 

of users for the purpose of website personalization. However, these algorithms have the 

limitations that they can only discover the simple path traversal pattern. 

To extract useful web information one has to follow an approach of collecting data from all 

possible server logs which are non scalable and impractical. Hence to perform the above there is 

a need of an intelligent system which can integrate, pre process all server logs and discard 

unwanted data. The output generated by the intelligent system will improve the efficiency of 

web mining techniques with respect to computational time. To discover useful patterns one has 

to concentrate on structurally complex and exponential growth of web log scenario.  

3. PROPOSED WORK 

The web usage mining is a task of applying data mining techniques to extract useful patterns 

from web access logs. These patterns discover interesting characteristics of site visitors. 

Generally the web access logs are incremental, distributed and rapidly growing in nature. It is 

necessary for web miners to utilize intelligent tools / heuristic functions in order to find, extract, 

filter and evaluate the desired information.  
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Figure 2. Web Mining Architecture 

Before applying web mining techniques to web usage data, the web usage resource collection 

has to be cleansed, integrated and transformed. To perform the same first it is important to 

separate accesses made by human users and web search engines. Web search engine is a 

software program that can automatically retrieve information from the web pages. Generally 

these programs are deployed by web portals. To analyze user browsing behaviour one must 

discard the accesses made by web search engines from web access logs. After discarding the 

search engine accesses from web access logs, the remaining data are considered as human 

accesses.  In order to create suitable target data, the further essential tasks of pre-processing 

Data Cleansing, User Identification, Sessionization and Path Completion are designed 

collectively. 

3.1 Intelligent systems 

The intelligent system takes the raw web log as input and discards the search engine accesses 

automatically with less time. It generates desired web log consists of only human user accesses. 

The web log pre-processing architecture shown in Figure3. 

 

Figure 3. Web log pre-processing architecture 
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3.1.1 Working of ISWUP 

The main goal of ISWUP is to separate the human user and search engines accesses. To perform 

this task any intelligent system requires a learning capability. Any intelligent system acquires 

the knowledge from the knowledge base, where knowledge base is a “set of related facts”. All 

the records in the web access logs are taken as testing data. Derived attributes from web logs 

can be considered as characteristics, which separate human user and web search engine 

accesses. 

Total pages, inner pages, total time spent, repeated access, get, post and so on are called derived 

attributes. The derived attributes can be taken as a set of facts and form a knowledge base. This 

knowledge base can be used as training data to the ISWUP. The web usage pre processing 

includes cleansing, user identification, session identification, path completion and formatting. 

The raw web usage data collected from different resources in web access log includes IP 

address, unique users, requests, time stamp, protocol, total bytes and so on as shown in Table1.  

S.No IP Address Unique Users Requests Time Stamp Protocol Total Bytes 
       

Table 1. Sample web log 

To label the web sessions the ISWUP takes the training data as characteristics of session 

identification. A web session is a sequence of request made by the human user or web search 

made during a single visit to a website. This paper introduces a learning tree known as ISWUP 

to accomplish above task.  

The ISWUP learning tree consists of root node, internal node and leaf of terminal node. A root 

node that has no incoming edges and two or more outgoing edges. Any internal node has 

exactly one incoming edge and two or more outgoing edges. The leaf or terminal node each of 

which has exactly one incoming edge and no outgoing edges. In ISWUP learning tree, each leaf 

node is assigned with a class label. The class labels are human user access session and web 

search engine access sessions. The root node and other internal nodes are assigned with the 

characteristics of the session. It works on a repeatedly posing series of questions about the 

characteristics of the session identification and it finally yields the class labels. 

3.1.2 Modelling of ISWUP 

The ISWUP learning tree can be constructed from a set of derived attributes from knowledge 

base. An efficient ISWUP learning tree algorithm has been developed to get reasonably accurate 

learning to discard web search engine accesses from web log accesses.  

Based on the tree traversal there are two notable features namely depth and breadth. Depth 

determines the maximum distance of a requested page where distance is measured in terms of 

number of hyperlinks from the home page of website. The breadth attribute determines the 

possible out comes of each session characteristics. The proposed model suggests the following 

characteristics to distinguish human user accesses and web search engine accesses. 

� Accesses by web search engine tend to be more broad where as human accesses to be of 

more depth. 

� Accesses by web search engines rarely contain the image pages whereas human user 

accesses contain all type of web pages. 
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� Accesses by web search engines contain large number of requested pages where as human 

user accesses contain less number of requested pages. 

� Accesses by the web search engines are more likely to make repeated requests for the same 

web page, where as human users accesses often make repeated requests. 

3.1.3 Algorithm for Intelligent System ISWUP 

TreeExtend(DA, TA) 

01:    If ConditionStop(DA, TA) = True then  

02:    TerminalNode = CreateNewNode( ) 

03:    TerminalNode.Label = AssignedLabel(DA) 

04:    Return TerminalNode 

05:    Else  

06:    Root = CreateNewNode( ) 

07:    Root.ConditionTest = DeriveBestSplit(DA, TA) 

08:    Let V ={v /v is a possible outcome of ConditionTest()} 

09:    For each v Є V do 

10:    DAv ={da / Root.ConditionTest(da) = v and d Є DA} 

11:    Child = TreeExtend(DAv, TA) 

12:    Add Child as descendant of root and label the edge as v 

13:    End for  

14:    End if 

15:    Return root 

The input to the above algorithm consists of Training data DA and Testing data TA. The 

algorithm works by recursively selecting DeriveBestSplit( ) (step 7) and expanding the leaf 

nodes of the tree (Step 11 & 12) until condition stop is met (Step1).  The details of methods of 

algorithm are as follows, 

CreateNewNode( ) : This function is used to extend the tree by creating a new node. A new 

node in this tree is assigned either a test condition or a class label. 

ConditionTest( ) :  Each recursive step of TreeExtend must select an attribute test condition to 

divide into two subsets namely human user accesses and search engine accesses. To implement 

this step, algorithm uses a method ConditionTest for measuring goodness of each condition. 

ConditionStop(DA, TA) : This function is used to terminate the tree extension process by 

testing whether all the records have either the same class label or the same attribute values. 

Another way of stopping the function is to test whether the number of records have fallen below 

minimum value. 

AssignLabel ( ) : This function is used to determine the class label to be assigned to a terminal 

node. For each terminal node t, Let p(i/t) denotes the rate of training records from class i 

associated with the node t. In most of the cases the terminal node is assigned to the class that 

has more number of training records.  

DeriveBestSplit( ) : This function is used to determine which attribute should be selected as a 

test condition for splitting the training records. To ensure the goodness of split, the Entropy and 

Gini index are used. 
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No IP Address Users Requests Time Stamp Protocol Total Bytes 

1 125.252.226.42 1 4 11/22/2009 12:30 HTTP\1.1 14.78 MB 

2 64.4.31.252 1 69 11/22/2009 13:00 HTTP\1.1 782.33 KB 

3 125.252.226.81 1 41 11/22/2009 13:30 HTTP\1.1 546.71 KB 

4 125.252.226.83 1 19 11/22/2009 14:00 HTTP\1.1 385.98 KB 

5 125.252.226.80 1 20 11/22/2009 14:30 HTTP\1.1 143.44 KB 

6 58.227.193.190 1 18 11/22/2009 15:00 HTTP\1.1 108.99 KB 

7 70.37.129.174 1 4 11/22/2009 15:30 HTTP\1.1 86.66 KB 

8 64.4.11.252 1 2 11/22/2009 16:00 HTTP\1.1 52.81 KB 

9 208.92.236.184 1 17 11/22/2009 16:30 HTTP\1.1 32.13 KB 

10 4.71.251.74 1 2 11/22/2009 17:00 HTTP\1.1 25.82 KB 

Table 2. Example of web server log. 

 

Derived Attribute Description 

Total pages Total pages retrieved in a web session 

Image pages Total number of image pages retrieved in a web session 

Total Time Total amount of time spent by website visitor 

Repeated access The same page requested more than once in a web session 

Error request Errors in requesting for web pages 

GET Percentage of requests made using GET method 

Breadth Breadth of the web traversal 

Depth Depth of the web traversal 

Multi IP Session with multiple IP addresses 

Table 3. Example of Characteristics / Derived Attributes 

The main idea of ISWUP is to label the human user accesses and search engine accesses 

separately. The intelligent system acquires the knowledge from the derived characteristics of 

web log as shown in Table 3. Using ISWUP algorithm the derived characteristics are assigned 

to root node and intermediate nodes of the tree as shown in figure 3. The leaf nodes are labeled 

with human user or search engine accesses. 

 

Figure 3. Example of Learning Tree 
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3.2.Data Cleansing: 

The next phase of pre processing is data cleansing. Data cleansing is usually site-specific, and 

involves tasks such as, removing extraneous references to embedded objects that may not be 

important for the purpose of analysis, including references to style files, graphics, or sound files. 

The cleaning process also may involve the removal of at least some of the data fields (e.g. 

number of bytes transferred or version of HTTP protocol used, etc.) that may not provide useful 

information in analysis or data mining tasks. 

         Table3.  Example of web log with different extensions 

 

3.3. User Identification: 

The task of user identification is, to identify who access web site and which pages are accessed. 

The analysis of Web usage does not require knowledge about a user’s identity. However, it is 

necessary to distinguish among different users. Since a user may visit a site more than once, the 

server logs record multiple sessions for each user. The phrase user activity record is used to 

refer to the sequence of logged activities belonging to the same user.  

 

Figure 5. Example of user identification using IP + Agent 

Consider, for instance, the example of Figure 5. On the left, depicts a portion of a partly pre 

processed log file (the time stamps are given as hours and minutes only). Using a combination  

No Object Type Unique Users Requests Bytes In % of Total Bytes In 

1 *.gif 1 46 89.00 KB 0.50% 
2 *.js 1 37 753.95 KB 4.40% 
3 *.aspx 1 34 397.05 KB 2.30% 
4 *.png 1 31 137.67 KB 0.80% 
5 *.jpg 1 20 224.72 KB 1.30% 
6 Unknown 1 15 15.60 KB 0.10% 
7 *.ashx 1 15 104.79 KB 0.60% 
8 *.axd 1 13 274.81 KB 1.60% 
9 *.css 1 8 71.78 KB 0.40% 

10 *.dll 1 7 26.41 KB 0.20% 
11 *.asp 1 4 1.26 KB 0.00% 
12 *.html 1 3 2.17 KB 0.00% 
13 *.htm 1 2 69.87 KB 0.40% 
14 *.pli 1 2 24.92 KB 0.10% 
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of IP and Agent fields in the log file, one can partition the log into activity records for three 

separate users (depicted on the right). 

3.4. Session Ordering 

Sessionization is the process of segmenting the user activity record of each user into sessions, 

each representing a single visit to the site. Web sites without the benefit of additional 

authentication information from users and without mechanisms such as embedded session ids 

must rely on heuristics methods for sessionization. The goal of a sessionization heuristic is to 

re-construct, from the click stream data, the actual sequence of actions performed by one user 

during one visit to the site. 

Generally, sessionization heuristics fall into two basic categories: time-oriented or structure-

oriented. Many authors in the literature survey have been identified various heuristics for 

sessionization. As an example, time-oriented heuristic,  h1: Total session duration may not 

exceed a threshold θ. Given t0, the timestamp for the first request in a constructed session S, the 

request with a timestamp t is assigned to S, iff  t − t0 ≤ θ. In Figure 6, the heuristic h1, described 

above, with θ = 30 minutes has been used to partition a user activity record (from the example 

of Figure 5) into two separate sessions.  

 

 
Figure 6. Example of sessionization with a time-oriented h1 heuristic 

3.5. Path Completion 

Another potentially important pre-processing task which is usually performed after 

sessionization is path completion. Path completion is process of adding the page accesses that 

are not in the web log but those which be actually occurred. Client or proxy-side caching can 

often result in missing access references to those pages or objects that have been cached. For 

instance, if a user returns to a page A during the same session, the second access to A will likely 

result in viewing the previously downloaded version of A that was cached on the client-side, 

and therefore, no request is made to the server. This results in the second reference to A not 

being recorded on the server logs. Missing references due to caching can be heuristically 

inferred through path completion which relies on the knowledge of site structure and referrer 

information from server logs. In the case of dynamically generated pages, form-based 

applications using the HTTP POST method result in all or part of the user input parameter not 

being appended to the URL accessed by the user. A simple example of missing references is 

given in Figure 7. 
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Figure 7. Identifying missing references in path completion 

 

4. THEORETICAL ANALYSIS 

The authors in the present paper present the mathematical model for the proposed 

comprehensive model. It consists of  4.1 Mathematical model for IPS - To estimate the training 

data over the testing data and 4.2 Mathematical model for IFP-Tree – To steady the relationship 

among the sessions and estimate the stickiness among the frequently visited pages. 

 

4.1 Mathematical model for IPS: 

The learning performance of any algorithm is proportionate on the training of algorithm, which 

directly depends on the training data. As testing data is continuously growing the training data is 

also continuous. Hence to estimate the training data one can use predictive modelling technique 

called regression. The goal of regression is to estimate the testing data with minimum errors.  

 

Let S denote a data set that contains N observations,  
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Suppose to fit the observed data into a linear regression model, the line of regression D on T is  

 

bTaD +=          (1) 

 

Where a and b are parameters of the linear model and are called regression coefficients. A 

standard approach for doing this is to apply the method of least squares, which attempts to find 

the parameters (a, b) that minimize the sum of squared error say E.   
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The optimization problem can be solved by taking partial derivative of E w.r.t a and b, equating 

them to zero and solving the corresponding system of linear equations. 

 

 



      Computer Science & Information Technology (CS & IT)                                  11 

 

 

 

0=
∂

∂

a

E

        ⇒     
∑∑

==

+=
n

i

i

n

i

i
tbnaD

11       (3) 

 

0=
∂

∂

b

E

         ⇒     
∑∑∑

===

+=
n

i

i

n

i

i

n

i

ii
tbtatD

1

2

11                     (4) 

 

Equations (3) and (4) are called normal equations. By solving equations (3) and (4) for a given 

set of Di, Ti values, we can find the values of ‘a’ and ‘b’, which will be the best fit for the linear 

regression model. By dividing equation (3) by ‘N’ we get  

 

tbaD +=             (5) 

 

Thus the line of regression D on T passes through the point ( D ,T ) 
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From equations (4),(6) and (7) we get  

 

)(
22

11 DbDaTD
d

++=+ σµ
     (8) 

 

And on simplifying (8), we get  
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b is called the slope of regression D on T and the regression line passes through the point ( D ,T

). The equation of the regression line is  
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The linear regression coefficient ‘r’ is used to predict the error between testing data and training 

data. It can also used to study the nature of the relationship between training data and testing 

data. The learning performance can also be expressed in terms of training error rate of the 

learning algorithm. The training error rate is given by the following equation,  

 

sdefinition sticcharacteri ofnumber  Total

 sdefinition sticcharacteri  wrongofNumber 
     RateError  Training =

    (11) 

 

5. EXPERIMENTAL ANALYSIS 

A) Learning performance of IPS: The server side web log data is experimented over a period 

of six months under standard execution environment. The experiments are proven intelligent pre 

processing systems are required to reduce the human intervention at the pre processing stage. 

The error rate between the testing data and training data is almost minimized in IPS and is found 

to be 0.2 on the average. Hence the experimental study is in line with the theoretical analysis of, 

goal of regression. The nature of relation between testing data and training data is studied and 

both are proven as continuous as shown in Figure 9. 

Figure 9. Testing Vs Training Data 

B) Processing Performance of IPS: Several experiments are conducted in a standard 

environment with respect to the processing time of both present IPS and i-Miner. The results 

clearly indicate that IPS is essentially taking less processing time when compared with i-Miner. 

As the web log data grows incrementally with the time interval IPS is consistently taking less 

processing time than i-Miner as shown in Figure 10.  
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Figure 10. Processing performance 

 

6. CONCLUSIONS 

The work presented in the present paper belongs to the data mining as applied to the data on the 

web. Web usage mining has emerged as the essential tool for realizing more user friendly and 

personalized web services. Applying intelligent data pre processing techniques, modelling and 

advanced mining techniques, helped in resulting many successful applications in the weblog 

scenario. Usage patterns discovered through web usage mining are effective in capturing user-

to-user relationships and similarities in browsing behaviour. Thus the present frame work 

focuses on pre processing (IPS).  

The IPS presented in the collective frame work, concentrated on the criticality of weblog pre 

processing. There are many advantages with IPS. 1) It improves the efficiency of pre processing 

of web log.  2) It separates human user and web search engine accesses automatically, in less 

time. 3) It reduces the error rate of learning algorithm. 4) The work ensures the goodness of split 

by using popular measures like Entropy and Gini index. 

In conclusion, the results proven that, the employment of proposed frame work of IPS gives 

promising solutions in the dynamic weblog scenario. This issue is becoming crucial as the size 

of the weblog increases at breath taking rates. 
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