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ABSTRACT 

 

Many swimmers are constantly incorporating new and different training regimes that would let 

them improve quickly [2]. However, it is difficult for a swimmer to see their progress instantly. 

This paper develops a tool for swimmers, specifically swimmers, to predict their future results. 

We applied machine learning and conducted a qualitative evaluation of the approach [3]. The 

results show that it is possible to determine their future performance with decent accuracy. This 
application considers the swimmer's performance history, age, weight, and height to predict the 

most accurate results. 
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1. INTRODUCTION 

 
Millions of young people dedicate themselves to the sport of competitive swimming [1]. They 

endure hours of training to push their athletic abilities forward. But the graph of effort vs 

progression is not linear. Sometimes swimmers experience a period of stagnant growth, causing 
them to lose faith in themselves and their efforts [4]. This application of machine learning will 

allow swimmers to see the light at the end of the tunnel. Since every swimmer will experience 

this problem of plateaued progress, this application will be utilized multiple times by millions of 

swimmers across the nation [5]. The application of machine learning is unlikely to leave, as each 
time the swimmers update their data, the algorithm will produce a different result [6]. By 

allowing the users to see a graph of progression, it will help swimmers get a clear sense of where 

they are in terms of progression. It also serves as a tracker for the swimmer’s athletic 
performance. Using this application, swimmers can easily access data about their past 

performance. This will let the swimmer themselves compare and see the progression that they 

have achieved. It is very likely that the application of machine learning in performance data 

becomes an essential part of the swimmer’s tool for checking the growth of their athletic abilities 
and part of the coach’s strategy for examining the swimmer’s potential. 
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It is common knowledge to all time-based sports athletes that the graph of progression, 
performance time vs age, resembles the y=1/x graph [7]. In the beginning, there are huge 

improvements for athletes, with it not being uncommon to improve 5, 8, or even more than 10 

seconds within weeks. But as they progress toward the limits of the human body, their progress 

slows dramatically or even comes to a halt. This is the ideal case, and as the world is not ideal. 
The first problem is that everyone has a different rate of progression that could be affected by 

numerous factors, causing impacts on accuracy. For example, some athletes experience a plateau 

in progression, which is stagnation in their athletic improvements. There are even those who 
experience a dip in performance even when they are training. The point is that everyone’s 

progression is unique to their situation. The second problem is the inability to do so at scale. In 

order to determine the potential of the athlete, a person would have to know the athlete’s 
performance and training. After obtaining this information, the person would have to deeply 

analyze the data for a long time. As a coach who has many athletes under their supervision, it is 

difficult to map out the rate of progression that their athletes are going through. 

 
The solution proposed in this paper is the usage of machine learning algorithms [8]. Our goal is 

to accurately predict the performance times of swimming athletes. This method was inspired 

when I noticed a trend while viewing a graph of my swimming performance vs time. This graph 
shows a clear general curve that my past performance follows. So if it is possible to figure out 

the function that could generate that curve, then I will be able to accurately predict what kind of 

performance I will be able to have in a given year. With machine learning, it is possible to map 
out a progression graph for the athlete accurately and at scale. 

 

In order to ensure that results were being generated, we ran tests to see the accuracy of the 

machine learning algorithm named AdaBoost [9]. In order to test the algorithm, we first create a 
model based on data that is available to us. Out of the 100% of our data, only around 80% of the 

data are actually used to generate these models. The rest of the 20% are used as tests to determine 

the model's accuracy. When giving the machine learning model some data that it has never seen 
before effectively tests if the model is accurate. If the model-generated values are similar to the 

test data, the model would be considered accurate. The algorithm AdaBoost has tested a 99% 

accuracy after several trials. This means that the model is 99% accurate to match with the 

predicted results compared to actual data. With an accuracy this high, it is considered a valid 
model to use. 

 

The paper will be organized into a total of 6 parts. Part 1 is the introduction so far. The next part, 
Part 2, will be discussing the challenges that were met on the way to the solution. Part 3 will be 

the solution to the problem described in the introduction, as well as the solution to challenges 

from Part 2. Part 4 will be detailing the experiments that were conducted. Part 5 is the related 
work that’s similar to this paper. Finally part 6 is the conclusion that will summarize and give 

future works potential. 

 

2. CHALLENGES 

 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Picking a specific Machine Learning Model for our predictions is difficult 
 

Picking a machine learning model is a challenge, due to the different types of data that it could 

potentially have to process. There are many machine learning models that could solve a problem, 
but depending on the situation, one might yield higher accuracy than the other. For our problems, 

we have to work with an athlete’s performance, which is measured in time. We need a model 
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that considers an individual’s performance history to predict future times. Any regression model 
would work, but it would be better to have higher accuracy. This would be done by testing out 

the accuracy of each potential model. Using cross-validation to compare various regressive and 

classification models, we were able to pick out the best model for our specific use case. 

 

2.2. Gathering related sports Swimming Data for our project database can prove 

challenging as there are not many resources 
 

Gathering sufficient data is challenging because it is absolutely necessary for machine learning 

models. The more well-organized a model’s data-set is, the more easily it can be trained and the 
more accurate its results will be. Therefore it is ideal to have both plenty of data and well- 

organized data. To predict the performance of a swimmer, we must have the swimmer's past 

performances. It is also crucial to have plenty of data so that it can be as accurate as possible. 
Their results also change as they improve over time. Overall, a database API would give all the 

data that is needed, if one is available. Many sites or databases allow one to simply import the 

data through their premade library. Then it is easy to format and make usable. Since there was no 

API available for any of the online databases, we obtained data through web scraping. Scraping 
through each individual’s listed page of times, this method was able to gather the complete 

history of performance by any swimmer. 

 

2.3. Predictions for each user cannot rely upon the data of other users 
 

When running machine learning related to individuals, it is important to note that each person 
has a different condition or abilities. One person’s data is not reflective of the future of another 

person. There are a huge range of athletes, from beginner to Olympic level. It would not make 

sense to impose a professional's requirements on a novice. A general solution would be to 
separate the data from person to person. This is usually done by creating profiles for each user. 

Similarly, we also separated each person’s data by having users sign in to their own accounts. 

This way the user would have their own profile, unaffected by other people’s data. 
 

3. SOLUTION 

 

 
Figure 1. Overview of the solution 
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Figure 2. Mobile App 

 
The interface for the user is a mobile app that allows the user to access and change information. 

This application, named Swim Wizard, is connected to a database as well as a server that 

responds to the user’s prompts to run the machine learning algorithm. With the connection to the 
database, users can manually add, take away, and view the data that are under the user’s access. 

The server, which utilizes flask, is connected to both the database as well as the mobile 

application to know when the user wishes to run the machine learning algorithm and can directly 

access the database for data to feed the machine learning algorithm. When the server needs to 
run the algorithm, it calls upon the AdaBoost backend model to run the code. When it is done, 

the results will be sent back to the server, then the mobile app, and ultimately the user. There are 

many components within this project. Each of them is closely connected to work as intended. All 
of the connections are two-way, as information needs to be both accessed and changed at all 

components. For ease of access as well as clarity, the user only has access to the mobile end, 

which will ultimately open access to every component within the project. 

 
The mobile app was constructed using a developing platform called Android Studio [10]. Firstly 

built was the user interface. The creation of pages was followed by the population of buttons, 

text fields, drop down menus, graphs, user text fields, and much more. After the essential 
components were laid down, each component was given its own role and functions, so they can 

either act or be acted upon. For example, the functionality of what happens after the user presses 

a button was necessary for the user interface to work as intended. 
 

                                          
 

Figure 3. Sign in and information page 
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The database was built using Google’s Firebase. It is an online database that can be easily 
connected to apps. Its most useful features, its free price, and the ease of integration were the 

reasons that this specific database was chosen. After creating a database, it is necessary to 

organize the data by categorizing them based on hierarchy. The hierarchy would be ordered as 

the user’s id, meet, event, and performance time. This ensures ease of access when the user is 
trying to find a specific performance time. 

 

 
 

Figure 4. Screenshot of code 1 
 

 
 

Figure 5. Screenshot of code 2 

 

The server was made using Python Flask. The server’s task is to listen for requests to run certain 

codes. When it receives a request from the mobile app, it runs a snippet of code. For example, 
when the mobile app requests to run the predict function, the server, upon receiving the request, 

obtains necessary data from the database and runs the Adaboost machine learning algorithm. 

Once the algorithm returns a result, the server sends the result back to the mobile app. AdaBoost 
was chosen as the prime choice of machine learning algorithm due to its superior accuracy 

during tests. 
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Figure 6. Screenshot of code 3 

 

 
 

Figure 7. Screenshot of website 

 

Then came the final part of integrating all the parts. Using the instructions from Google’s 

Firestore, it was easily integrated with both the mobile app and the server. It establishes a two- 

way stratosphere of data for each part. Finally, the mobile app was easily linked up with Python 
Flask when the URL was provided to the app. 

 

4. EXPERIMENT 

 
Our goal is to determine if it is possible to utilize machine learning to predict the future 

performance of a swimmer. Some questions need to be addressed. What is the best machine 

learning algorithm? What CV is the best for machine learning? What parameter has the most 

effect on the results of the prediction? The experiment that we set up specifically addresses these 
questions. First, we gathered many different machine learning algorithms. Then we tested each 

algorithm using built-in scikit-learn functions. We used the “cross_val_score()” function to 

obtain the accuracy of each function. The function requires many parameters such as the model, 
input, output, and CV score. By setting all algorithm’s parameters as constants, we were able to 

determine the accuracy of each algorithm. The second question is solved by setting the algorithm 

and all parameters except for the CV score as constants. By adjusting the CV score, we were able 
to determine the most optimal CV score. The third question is solved by using the selected 

machine learning algorithm and using a function from scikit-learn library to test out the 

effectiveness of each parameter. 
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We were able to collect the data that we intended to gather. The data that is shown in figure 4.1 
and 4.2 shows the accuracy performance of each model. Using the two figures, it is clearly 

shown that AdaBoost has the highest accuracy with an outstanding 95.06% accuracy. Thus we 

determined that AdaBoost is the machine learning algorithm that is best suited for predicting 

future swimmer performance. The data for experiment two is recorded in figure 4.3 and graphed 
in figure 4.4. Using these data, we concluded that using a CV score of 7 produces the best results. 

We also speculated that the higher the CV score, the better the accuracy. But since we have not 

tested any higher CV count higher than 7, we can not conclude that the statement is correct. The 
data for experiment three is recorded in figure 4.5 and graphed in 4.6 for visual clarity. Using the 

two figures, we can see that there are only two major factors to the production of results. Age 

takes up a majority, with date filling up almost the rest. The effects of location are almost 
negligible. 

 

 
 

Figure 4.1 Model vs average accuracy 

 

 
 

Figure 4.2 Model vs average performance two 

 

 
 

Figure 4.3 The data of experiment 
 



102         Computer Science & Information Technology (CS & IT) 

 
 

Figure 4.4 The graph of experiment two 

 

 
 

Figure 4.5 The data of experiment three 
 

 

 
 

Figure 4.6 The graph of experiment three 

 
The three experiments went as expected. We were able to gather the data that we expected. For 

experiment one, we initially thought polynomial regression would be the top pick. But the results 

of the experiment proved that AdaBoost is superior for our intended purposes. AdaBoost 
outperformed the second best choice, Random Forest, by 9% in accuracy. This is a significant 

performance difference. For the second experiment, we did not know what to expect. But the 

results showed that a CV of 7 outperformed CV score of 3 and 5. This was true for all algorithms 
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that we tested. Finally, experiment three is mostly what we have expected. We also predicted that 
the most prominent factor would be time related. Both date and age are very similar data that 

relates to time. 

 

5. RELATED WORK 
 
Using a prediction model of machine learning, Zhu aims to accurately predict the athlete’s 

performance [11]. It improves the prediction model by incorporating specific changes of the 

athlete’s performance, finding hidden rules using chaotic theory, and using vector machines and 
particle swarms. Zhu uses advanced techniques in order to obtain extremely accurate results. The 

application of this paper is strictly analytical. Compared to this paper, SwimWizard is tailored to 

the swimmers, allowing them to view their performance history as well as get a decent prediction 

of their future results. 
 

This paper regression analysis in order to research the critical period of swimmer’s athletic 

training [12]. In addition, it also reviews many methods of predicting swimming performance 
using correlation of swimmer age. “Machine learning of swimming data via wisdom of crowd 

and regression analysis” is a very in depth analysis of using quantitative data in order to find the 

answers to many important answers to swimming. It is significantly more advanced than this 
paper. The main difference in our work is that we explore not only age, but other factors that 

could affect performance. These factors that we explored include location, and team. Since some 

locations may provide better facilities, causing a difference in performance. In addition, each 

team offers a different training regiment and different coaches. 
 

This paper focuses on the classification of breaststroke styles for each swimmer [13]. Using 

machine learning, the author hopes to find a way to identify the difference in technique for each 
swimmer. Although both this author and this paper focuses on swimmer performance, there is a 

huge difference. “A Machine Learning Approach to Breaststroke '' uses categorization machine 

learning algorithm. They have highly complex algorithms that feed on visuals on the technique 
of breaststroke. It analyzes the technique qualitatively and produces results via clustering. We 

focus purely on quantitative analysis, using a set of values to produce another value. 

 

6. CONCLUSIONS 

 
Using data from the history of a swimmer’s performance to predict the swimmer’s future 

performance. This could be done by feeding data into a regression type machine learning 

algorithm. With Scikit learn library functions, we have found that AdaBoost is the best machine 
learning algorithm [14]. Using the AdaBoost machine learning algorithm, we have achieved 95% 

accuracy in prediction. It produces a reasonable result. Although 95% is very high in terms of 

general accuracy, unfortunately it is not enough as a satisfactory result for a swimmer, as even 

1% could cause a huge variance. We tested many different parameters such as age, location, 
team, gender and date. We found out which variable can cause differences in results, as well as 

how much of an impact each variable makes. 

 
One of the biggest limitations is the amount of data we had access to during the experiment. 

Using only one swimmer’s data, we were very limited in our options. As such, the accuracy as 

well as the conclusions will be skewed. The practicability of producing a prediction using 

machine learning that is better than the prediction of a professional coach is very low. Although 
we found out that we can achieve 95% accuracy, it is not enough. A professional coach is able to 

create a prediction that comes close to 99% accuracy. This could optimize this by trying this 

experiment on a larger data set. 
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We want to get access to more data. In order to do this, we could apply to gain access to the 
official USA Swimming data set, which contains information about millions of swimmers [15]. 

With a larger data set, the machine learning model would be able to train much more than 

previously. This would likely result in a much higher accuracy in its predictions. 
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