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ABSTRACT 
 
Background: Diabetes is a global health concern affecting millions of people worldwide. 

However, knowledge, attitudes, and practices related to this disease vary widely across 

different regions. This article aims to investigate mediainfluenced perceptions about 

diabetes in France and the Indian Ocean countries using natural language processing 

(NLP) techniques applied to online news articles. Findings aims to provide expert in Health 

Literacy (HL) and health promotion to develop better communication strategies. Method: 

Constitute a datatset of Online news articles on Diabetes and apply NLP like Word2Vec for 

word integration, LDA for topic identification, and transformer-based classification models 

(e.g., BERT and its variants) for sentiment analysis. processing (NLP). Results: Sentiment 
analysis revealed more negative discussions about diabetes in the Indian Ocean region 

(48%) compared to France (32%), with neutral articles dominating in France (42%). In 

terms of topic Identification there were some topic which appeared for France which were 

not present for indian ocean region. Discussions: The findings of this study indicate that 

perceptions and discussions about diabetes differ between two regions, which have 

implications for public health interventions and communication strategies. However, the 

study is limited by the initial amount of information captured for analysis. 
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1. INTRODUCTION 
 

The internet has become the predominant source of information for individuals when 
encountering various problems or health conditions. A recent study concluded that 74.4% of 

individuals in the United States initially sought healthrelated information online, while only 

13.3% consulted a healthcare professional as their first step[1]. However, online platforms often 
contain poorly reported information, including misinformation, cherry-picked data, exaggerated 

claims, and other misleading content, posing a significant risk to public health [2]. This issue has 

been widely observed across different regions of the world, particularly in the context of the 
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COVID-19 pandemic. Additionally, previous research has highlighted the role of mass media 
communication in shaping public opinions[3] 

 

Type 2 Diabetes (T2D) is a significant health concern in Mauritius, with the International 

Diabetes Federation (IDF) predicting a prevalence rate of 26.6% by the year 2045 [4]. In this 
study, we propose utilizing artificial intelligence methods, specifically natural language 

processing (NLP), to analyze online media articles discussing T2D in countries within the region 

and compare them with a developing country in Europe, namely France. Our objective is to 
provide health professionals with some additional inputs to adapt communication message and 

strategies for T2D prevention and education in these regions. 

 
NLP enables the exploitation and manipulation of a vast amount of data to gain insight that would 

otherwise not be humanly possible. However, NLP tends to confirm clinical hypotheses rather 

than develop entirely new information [5]. while several researches has been carried out on 

information exchanged on social media platforms, mainly twitter, this is not possible for the local 
context. In the local context talking about a pathology remains taboo hence the important to 

analyse media topics and sentiments since it is one of the main source of information on health 

related issues and the impact in has on public opinion The dataset constituted from this research is 
also intended to be used as input for a project on AI powered chabot for diabetes prevention and 

management. 

 
Natural Language Processing (NLP) as a powerful tool for extracting and analyzing large 

amounts of data to gain insights that may not be easily attainable through human efforts. While 

many studies have utilized social media platforms, such as Twitter, for health-related information 

analysis, this approach may not be feasible in local contexts where discussing certain health 
issues is considered taboo. Thus, it is essential to analyze media topics and sentiments as they 

serve as a valuable source of information regarding health issues and their influence on public 

opinion. 
 

Based on both psychology and sociology, the framing effect theory explains the ability of news 

media to affect people’s attitudes and behaviors through making slight changes[6] The findings of 

this comparative study can provide valuable insights for designing effective communication 
strategies and interventions to address the complex social and psychological dynamics associated 

with diabetes. 

 
This work focuses on three key text mining tasks: sentiment analysis, automated topic extraction 

(Topic Modeling), and semantic correlation of words with their context related to diabetes in 

online news media. The dataset generated from this study is intended to be used as part of the 
training for an AI-powered chatbot project aimed at diabetes prevention and management. 

 

2. RELATED WORKS 
 

Deep learning has being widely utilized in the medical field, particularly in the analysis of 
medical digital images. However, there has been a recent trend towards exploring the potential of 

textual data as well. In a recent study, Boissonnet et al. (2002) proposed a model for evaluating 

the quality of health-related articles and providing explanations for the classification they make, 
utilizing the BERT (Bidirectional Encoder Representations from Transformers) approach [2]. 

This work contributes to the growing body of research on leveraging NLP techniques for 

analyzing textual data in the context of health-related articles. 

 
In their recent publication, UnKyo et al. (2002) conducted a study on sentiment analysis of 

telemedicine-related newspaper articles during the COVID-19 pandemic in Korea, investigating 
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the association between the pandemic and changes in the media’s perception of telemedicine. 
They employed Latent Dirichlet allocation (LDA) analysis, topic extraction, and topic trend 

analysis to analyze the data and draw conclusions [6]. This research contributes to the 

understanding of how the perception of telemedicine has evolved during the pandemic. 

Furthermore, in a separate study, Wang et al. (2022) aimed to demonstrate the applicability of 
natural language processing (NLP) techniques in the Chinese language medical environment. 

They successfully utilized NLP techniques to rapidly identify vulnerability factors in the 

management of Type 2 diabetes (T2DM) [7]. Their research highlights the potential of NLP in 
uncovering insights in the Chinese language medical domain. 

 

Int the study conducted by Oyebode et al. (2019), they applied natural language processing (NLP) 
techniques to social media data collected from Nigerian platforms to detect factors responsible for 

diabetes prevalence [8]. Using the Binarized Na¨ıve Bayes (BNB) algorithm, their solution 

revealed significant factors such as weight, diet, pregnancy, age, and sleep that contribute to 

diabetes prevalence. These findings provide valuable insights for actors in the health sector to 
guide interventions in diabetes education and prevention efforts.Building upon their previous 

work, the same authors developed a medical named entity recognition framework called 

MediNER, which effectively identifies named entities related to diabetes management and 
classifies them into categories such as Food, Medication, Therapeutic Procedure, and Supplement 

[9]. This research showcases the potential of NLP techniques in improving diabetes management 

through precise identification of relevant entities. 
 

The mining of data exchanged on social media platforms regarding COVID-19 and vaccination 

has also gained significant attention from the research community, with studies conducted by 

Praveen et al. (2022), Canaparo et al. (2023), and Zulfiker et al. (2022)[10,11,12]. 
 

Additionally, several researchers have applied NLP techniques for sentiment analysis related to 

diabetes and social networks, as demonstrated in the works of Gabarron et al. (2019), Salas et al. 
(2017), De et al. (2012), and Liu et al. (2020) [13,14,15,16]. These studies collectively highlight 

the increasing interest in utilizing NLP techniques to gain insights from social media data in the 

context of diabetes and related health issues. 

 
Foley et al.(2020) researched how diabetes pandemic was portrayed in the United kingdom news 

bewteen 1993-2013[17] and furthermore Syafhan et al. investigated on media reporting of 

antidiabetic medicines in newspapers published in the United Kindgom and United states[18]. 
Such endeavors hold immense potential for NLP experts to efficiently analyze vast amounts of 

information and generate numerous insights, thus making it a crucial area of research. 

 

3. MATERIALS AND METHODS 
 

The figure 1 presents an overview of the tasks that need to be completed to achieve the objectives 

initially set with the first step being data collection. Each steps mentioned are explained in details 

in the following sections. 



4         Computer Science & Information Technology (CS & IT) 

 
 

Fig.1: Overview of Task to be completed 

 

3.1. Dataset and Pre-processing 
 

The first step involved collecting textual data from online newspaper publications in two regions, 
the Indian Ocean and France, in order to analyze specificities related to Type 2 Diabetes. We used 

web scraping techniques, such as Beautiful Soup, ParseHub[19], and Octoparse[20], to extract 

electronic text data from structured web pages of news outlets and health magazines focused on 

diabetes. The collected data was consolidated and filtered to include only articles that were less 
than five years old to ensure relevance to current lifestyle practices and diabetes conditions. Pre-

processing techniques were then applied to prepare the textual data for analysis. 

 
1. Removing duplicate cells, empty values, punctuation marks, URLs, 

2. Tokenisation, which is the process of dividing the text into smaller units, 

3. Stemming, is a natural language processing technique that lowers inflectionin words to 

their root forms, 
4. Lemmatisation, which is the process of ensuring that etymological words donot lose their 

meaning. 

 

3.1. Vectorisation, Word Association and Word Analogy 
 

After data collection and pre-processing, Word2Vect method was applied for 
vectorisation.Word2vec is a technique of natural language processing [21] that is used to produce 

word embeddings. Word2vec takes as its input a large corpus of text and produces a vector 

representation, typically of several hundred dimensions, with each unique word in the corpus 
being assigned a corresponding vector in the space. Word vectors are positioned in the vector 

space such that words that share common contexts in the corpus are located in close proximity to 

one another in the space [21]]. 
 

Wwe utilized the Word2Vec algorithm to implement word embedding, and performed word 

analogy analysis to gain insights into word associations. Popular libraries such as Keras and 

Gensim were employed for these tasks, with a focus on Gensim for its ability to visualize word 
embeddings and identify similar words. Additionally, the performance of the word embedding 

was evaluated through vector arithmetic-based word analogy examinations. The findings of this 

study shed light on the semantic relationships between words in the context of diabetes, providing 
valuable insights for further research in the field. 
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3.2. Latent Dirichlet Allocation (LDA) Analysis , Topic Identification and Modeling 
 

Latent Dirichlet Allocation (LDA) approach was used to analyze two corpora related to diabetes 

in order to identify key topics addressed in the texts[22]. LDA is a generative statistical model 
commonly used for topic identification in text data. Topics are defined as groups of representative 

words that aid in identifying the subject matter of the text. LDA represents documents as a 

mixture of latent topics, where each topic is characterized by a distribution over words[23]. Topic 
identification is crucial for clustering documents, extracting information from unstructured text, 

and selecting features. In this study, we aimed to uncover different topics, each represented by a 

combination of keywords, in the diabetes corpora to gain insights into the main themes discussed 

in the texts. 
 

3.3. Sentiment Analysis 
 

Finally, we did sentiment analysis of the text collected from online media sources related to 

diabetes. We classified the sentiments into three possible forms: neutral, positive and negative. 

This was realized by setting up a classifier on textual data with three classes. 
 

Due to the lack of a labelled dataset for diabetes, another alternative was used to train the NLP 

models for sentiment analysis. Three different and famously used datasets are retrieved from the 
internet, namely: SST5 [24], Amazon Review [25], and Yelp Review [26]. SST5 is the Stanford 

Sentiment Treebank dataset consisting of 5 classes of sentiment on movie reviews; it is well-

regarded as a crucial dataset and used as a primary benchmark dataset because of its capability to 
test an NLP model on sentiment analysis [27].To build the training and test data for our classifier, 

we used the publicly available datasets most frequently used by the NLP research community: 

SST5, Amazon Review and Yelp Review [24,25,26] A study of the latest literature in the field of 

textual data classification allowed us to conclude that pre-trained architectures of the Transformer 
type, such as BERT and some of its variants, achieve the best scores in terms of accuracy 

compared to classical architectures such as RNN or CNN[28]. 

 
Nine classification models were implemented by performing fine-tuning on pretrained models 

based on the BERT Transformer[29] .In this study, all models were implemented using the 

transformer library in Python, with the appropriate tokenizer selected depending on the specific 

model. Both ELMo and ULMFIT employ long short-term memory (LSTM) networks. In addition 
to the differing operational mechanisms of these two approaches, it is worth noting that the use of 

transformers enables parallelization of training, which is a crucial consideration when working 

with large datasets. In contrast to other models, BioBERT, Bio-ClinicalBERT, and PubMedBERT 
have been pre-trained on medical and clinical notes, as opposed to more generic corpora such as 

Wikipedia and English dictionaries. Devlin et al.(2019 ) proposes the following range of values 

are recommended: Batch size: 16, 32; Learning rate (Adam): 5e-5, 3e-5, 2e-5; Number of epochs: 
2, 3, 4[29]. 

 

4. RESULTS 
 

4.1. Dataset 
 

The size of the corpus needed for a given task is determined by factors such as the intended use, 
computer processing speed, storage capacity, and the frequency and distribution of the linguistic 

features of diabetes in the corpus. The corpus for Indian Ocean and France contains 30,646 and 

25,166 unique words , respectively, which is considered a good representation of the dataset. The 

table 1 gives an insight on the content of the corpora in the two different regions. 
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Table 1: Summary of Dataset 

 

 
 

The vocabulary density and Readability index for Indian Ocean and France are 0.062 and 0.063 

and 14.18 and 12.94, respectively. A low vocabulary density indicates complex text with many 
unique words, while a high ratio indicates simpler text with frequently reused words. A low 

density in this case also indicates that the corpus is well balanced. A readability index is an 

estimation of how difficult a text is to read, based on factors such as word lengths, sentence 

lengths, and syllable counts. The scores obtained indicate that the text is a bit difficult to read and 
is best suited for college graduates, with a score of 0-10 considered for professionals. 

 

4.2. Word Association 
 

The results of applying Word2Vec to the corpus are illustrated in figures 2, 3, 4, 5. While some 
words association are common to both region, for alimentation (eaiting in english) in the indian 

ocean region the words ”diversifi´e”,”´equilibr´e” which means diversified and balanced 

respectively does not appear. For the next word ”glycemie”, which basically mean blood sugar 

for france the word ”tension”, meaning blood pressure, is does not appear in proximity. The 
information shown can be further interpreted by health care professionals and communication 

experts. The position of surrounding words in relation to the target word is crucial as it illustrates 

the semantic similarities between words, with closer words being more similar. The implemented 
code utilizes a lexicon of words related to diabetes to investigate how the disease is perceived and 

characterized. The number of similar words can be adjusted for any lexicon word used in the 

analysis. 

 

 
 

Fig. 2: similar words to the word ‘alimentation’ 
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Fig. 3: similar words to the words ‘Glyc´emie’ 

 

 
 

Fig. 4: similar words to the words ‘Insuline’ 

 

 
 

Fig. 5: similar words to the words ‘Diab`ete’ 

 

4.3. Word Analogy 
 

Table 2 shows the results for word analogies for the two corpus. This give insight to information 

which would not have been possible without the application of NLP. For example we can see that 
in indian ocean (IO)  

regionsport + ”alimentation”(eating) – hypertention 

 
is equal to ”manger” (eating) which in France it is equal to ”endurance” which is basically more 

oriented to resistance to effort in sport. In IO region the  

 
complication + malade(sick) − ”immunitaire”(imune) 

 

equals to amputation which is a major concern in Mauritius however in France it points to 

”neophropatie” which is linked to renal diseases. These insights can again be better interpreted by 
healthcare professionals. Thhis technique is a power tool in medical field. 
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Table 2: Word Analogy example 

 

Analogy Indian Ocean France 

sport + alimentation – hypertension = manger endurance 

diab`ete + r´enale – fruit = c´ecit´e insuffisance 

complication + maladie – immunitaire = amputation n´ephropathie 

 

4.4. Topic Identification 
 

Latent Dirichlet Allocation (LDA) model was implemented to identify topics related to diabetes. 
The model was built with 20 different topics, where each topic is a combination of keywords, and 

each keyword contributes a certain weight to the topic. Table 3 provides a summary of the main 

subjects of the different topics around diabetes. 
 

To evaluate the performance of the model, perplexity was calculated. Perplexity is a statistical 

measure that is used to determine the quality of a given topic model. A lower perplexity value 

indicates that the model is better at predicting the probability of the word in a given topic, hence a 
better model. 

 
Table 3: Results of Topic Identification. 

 

Topics Indian Ocean France 

1 d´epistage glycemie-

insuline 

2 ob´esit´e diabete type 

3 alimentation symptoˆme 

4 consomation 

d’alcool 

malade 

5 patient insuline 

6 enfant hypoglycemie 

7 fruits sucre 

8 covid alcool 

9 vaccin vitamin 

10 hoˆpital Glucozor 

11 ´etude enfant 

12 sports sommeil 

13 madagascar sports 

14 alimentation potassium 

15 r´egime grossesse 

16 travail chocolat 

17 pharmacie fruit 

18 sucre glycemie 

19 traitement alimentation 

20 trouble m´edecin 

 
The analysis of the data from both regions revealed a high degree of similarity in the topics 

identified, with many common themes such as ”enfant”, ”alimentation”, ”alcool”, and ”fruit” 

being present in both regions. However, there were also some notable differences, such as the 

presence of topics related to ”grossesse”and ”sommeil” in France, but not in the Indian Ocean 
region. These disparities represent important areas for further investigation. 
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In order to evaluate the performance of the Latent Dirichlet Allocation (LDA) model used in this 

study, model perplexity was calculated. Perplexity is a widely used measure in text analysis that 

provides an objective means of determining the quality of a given topic model. The perplexity 

values obtained for Indian Ocean region and France regions were -9.494 and -9.496, respectively. 
It is worth noting that LDA is a popular tool for text analysis, providing both a predictive and 

latent topic representation of the corpus, however, it is equally important to identify if a trained 

model is objectively good or bad. The calculation of perplexity helps in determining the quality of 
the model. Overall, the results of this study indicate that LDA is a suitable tool for identifying 

similarities and differences in the topics of the data from these two regions. 

 

4.5. Sentiment Analysis 
 

For sentiment analysis a total of 30,000 training data and 6,000 testing data from the datasets 
SST5, Amazon Review, and Yelp Review were used. While there are numerous models available 

for this type of natural language processing (NLP) task, such as recurrent neural networks 

(RNNs) and convolutional neural networks (CNNs), literature suggests that models based on 
transformers, such as BERT, and transfer learning have been observed to exhibit superior 

performance in comparison to these conventional models. 

 
Table 4: Parameters used for training sentiment analysis 

 

Models Learning rate Number of epochs Batch size 

BERT Based 2e-5 30 4 

RoBERTa-Base 2e-5 30 4 

ELMo 3e-5 10 16 

ULMFIT 2e-5 10 6 

OpenAI GPT2 2e-5 15 6 

DistilBERT 5e-5 20 4 

BioBERT 5e-5 4 16 

Bio-ClinicalBERT 5e-5 4 16 

PubMed BERT 5e-5 4 16 

 

The learning rate hyperparameter controls the rate or speed at which the model learns. Usually, a 

large learning rate enables the model to learn faster, whereas a smaller rate will take significantly 
longer to train but may allow the model to learn a more optimal or even globally optimal set of 

weights. The number of epochs is a hyperparameter that outlines the number of times that the 

learning algorithm will work through the entire training dataset. 
 

Due to limitations in computational resources available on Google Colab, which was utilized as 

the training platform for sentiment analysis, some models that underwent a higher number of 
epochs with a reduced batch size exhibited comparable results to models that underwent fewer 

epochs but were trained using larger batch sizes.Table 4 show the parameters used to train the 

various models. 

 
Table 5 presents the results of training models using a combination of data from SST5, Amazon 

Reviews, and Yelp Reviews. As the focus of the study is diabetes data, incorporating these three 

datasets in the training process offers an advantage for the final testing phase, utilizing transfer 
learning on the custom diabetes corpus. 
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Table 5: Results of Sentiment Analysis 

 

Models Accuracy Loss Training time 

BERT Base 91.6% 0.34 3 hrs 15 mins 

RoBERTa Base 92% 0.27 03 hrs 34 mins 

DistilBERT Base 90.2% 0.43 3 hrs 42 mins 

Elmo 47% early stopping 1.19 1 hr 06 mins 

ULMFit 89.2% 0.89 1 hr 45 mins 

OpenAI GPT2 87.4% 1.02 1 hr 23 mins 

Bio-ClinicalBERT 85.9% 0.62 2 hrs 09 mins 

BioMed-

PubMedBER 

T 88.5% 0.68 2 hrs 42 mins 

BioBERT 88.6% 0.65 2 hrs 39 mins 

 

From the analysis of nine sentiment classification models, it was observed that RoBERTa 

outperformed the other models with an accuracy of 92%. The model underwent training for a 

duration of 3 hours and 34 minutes, resulting in a loss value of 0.27. The loss metric reflects the 
performance of the model after each iteration of optimization. A loss value less than 0.05 would 

indicate underfitting, while a value greater than 0.05 would indicate overfitting. Thus, a loss value 

of 0.27 is considered an acceptable outcome. 
 

Consequently the diabetes corpus was trained using RoBERTa and the results are presented in 

Table 6 below: 
 

Table 6: Results of Sentiment Analysis on Diabetes Corpus 

 

Classes Indian Ocean France 

Negative 294 (48%) 195 (32%) 

Neutral 209 (34%) 254 (42%) 

Positive 110 (18%) 158 (26%) 

 

Table 6 reveals that a greater proportion of articles about diabetes in the Indian Ocean region are 

negative, at 48%, compared to those in France, which are 32% negative. This suggests that the 
Indian Ocean region has a higher frequency of discussion about the negative impacts of diabetes. 

In comparison, France has a higher proportion of neutral articles (42%), compared to positive 

(26%), and negative (32%), indicating that discussions in France are primarily focused on 
providing basic diabetes information. 

 

5. DISCUSSIONS 
 

Health literacy refers to a set of skills necessary for effective functioning within healthcare 
settings, while literacy skills are becoming increasingly important for functioning within society. 

Low literacy has been shown to have negative effects on both health and healthcare outcomes 

[30]. Designing precise communication materials is one factor that contributes to improving 
health literacy. However, to the best of our knowledge, no such survey has been conducted in the 

literature for the regions of Mauritius and France. 

 

According to the International Diabetes Federation, the prevalence of Type 2 Diabetes is 22.6% 
in Mauritius and 5.3% in France [4]. This disparity suggests the need for collaboration in sharing 

knowledge between these regions. For instance, word association surveys on diabetes reveal that 

the word ”family” appears in the responses from France, but is completely absent in the responses 
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from the Indian Ocean (IO) region. Similarly, the words ”obesity” and ”stress” are also absent in 
the IO region. Obesity is a significant risk factor for pre-diabetes and diabetes [31], and is a key 

target for the prevention and treatment of diabetes [32]. These findings highlight important 

factors that communication efforts should focus on, including stress management and obesity 

prevention. 
 

Concerning sentiment analysis, a discrepancy is evident when comparing the negative, neutral, 

and positive sentiments regarding diabetes. Notably, the IO region emphasizes the presentation of 
diabetes’ negative aspects. Analyzing patients’ sentiments can facilitate rapid problem-solving 

and assist decision-makers in formulating effective plans for change [33]. This analysis 

emphasizes the critical need for health literacy experts and mass communication specialists in the 
IO region to reevaluate their strategies. Given the current high prevalence of diabetes in Mauritius 

and projected future increases, a multidisciplinary approach is required to effectively combat the 

disease and its complications, which pose a significant socioeconomic burden on developing 

countries. 
 

6. CONCLUSION AND FUTURE WORKS 
 

In conclusion, our study presents a pioneering approach utilizing Natural Language Processing 
(NLP) to analyze online media articles on diabetes, with implications for machine learning and 

healthcare research. The is a need to improve the data acquisition to include information which 

are shared by associations working on prevention and care of diabetes, including official 

communication done by public institution. On the use of NLP techniques we have demonstrated 
that the techniques is mastered and can be optimally applied. Our findings not only contribute to 

the existing body of work on NLP in the health sector but also demonstrate the potential of 

extending these techniques to electronic medical records and other non-medical domains. 
Moreover, we emphasize that combating the diabetes pandemic demands a multidisciplinary 

approach, encompassing prevention, education, communication, care, and management, involving 

not only healthcare professionals but also other stakeholders. Our study sheds light on the critical 
need for effective communication, education, and prevention messages delivered through online 

news articles, which remain a primary information source for many individuals in local and 

regional contexts. This research shows the importance of further efforts to ensure accurate and 

reliable information dissemination in the fight against diabetes. 
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