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ABSTRACT 

 

Heart is one of the vital parts of human body, which maintains life line. In this paper, an 

efficient composite method has been developed for data compression of ECG signals. ECG 

waveforms reflect most of the heart parameters closely related to the mechanical pumping of the 

heart and can therefore, be used to infer cardiac health. After carrying out detailed studies of 

different data compression algorithms, we used back propagation algorithm to analyse the 

artificial neural networks. Twelve significant features are extracted from an echocardiogram 

(ECG). The features of samples are used as input to the neural network. Finally the samples 

which are used in the database are trained and tested using the Back Propagation Algorithm. 

The efficiency is observed to be 99.5%. Dual three-layer neural networks with only a few units 

in the hidden layer are used. It is further observed that input signals are same as supervised 

signals used in the networks. Back-propagation is used for the learning process. 
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1. INTRODUCTION 

 
The electrocardiogram (ECG) was introduced into clinical practice more than 100 years ago by 

Einthoven. It provides representation of the electrical activity of the heart over time and is 

probably the single-most useful indicator of cardiac function. In the cases like critical cardiac 

patients and ambulatory patients, it is not possible to transmit the entire ECG data; the ECG 

signal is recorded and transmitted to a distant location continuously, so compression of ECG data 

becomes necessary. Also, in an average sized hospital, many tera-bytes of data are generated 

every year, almost all of which has to be kept and archived. Archiving this large amount of data 

in the computer memory is very difficult without any compression. Compression methods have 

gained in importance in recent years in many medical areas like telemedicine, health monitoring, 

etc. The continuing proliferation of computerized electrocardiogram (ECG) processing systems 

along  with  the  increased  feature  performance requirements and demand for lower cost medical  
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care have mandated reliable, accurate, more efficient ECG data compression techniques. The 

practical importance of ECG data compression has become evident in many aspects of 

computerized electrocardiography. Even though many compression algorithms have been 

reported so far in the literature, not so many are currently used in monitoring systems and 

telemedicine.  

 

2.  DATA COMPRESSION 
 
Compression is used just about everywhere. All the images we get on the web are compressed, 

typically in the JPEG or GIF formats, most modems use compression and several file systems 

automatically compress files when stored, and the rest of us do it by hand. Many compression 

algorithms exist which have shown some success in electrocardiogram compression; however, 

algorithms that produce better compression ratios and less loss of data in the reconstructed data 

are needed. Compression rate measures how much the signal can be compressed from the original 

one. Compression methods used can be lossless and lossy. 

 

2.1. Lossless Compression 

 
Lossless compression implies the original data is not changed permanently during compression. 

After decompression the original data can be retrieved. The advantage of lossless compression is 

that the original data stays intact without degradation of quality and can be reused. The 

disadvantage is that the compression achieved is not very high. 

 

2.2. Lossy Compression 

 
In lossy compression technique, parts of the original data are discarded permanently to reduce 

file. After decompression the original data cannot be recovered this leads the degradation of 

quality. 

 
Figure 1. Original image                                      Figure 2. Compressed Image 

 

3. DATA COMPRESSION TECHNIQUES 
 

Data compression techniques have been classified in a broad spectrum of communication areas 

such as speech, image and telemetry transmission. The technique of compression used in this 

paper is explained as follows:- 
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3.1. Linear Predictive Coding (LPC) 

 
Linear predictive coding (LPC) is defined as a digital method for encoding an analog signal 

in which a particular value is predicted by a linear function of the past values of the signal. 

The most important aspect of LPC is the linear predictive filter which allows the value of the next 

sample to be determined by a linear combination of previous samples. But there is information 

loss in this technique, thus, it comes under lossy compression. 

 

4. DATA COMPRESSION USING NEURAL NETWORK 

 
A neural network is a massively parallel distributed processor that has a natural propensity 

for storing experiential knowledge and making it available for use.The neural networks used in 

data compression have massively parallel structures and high-degree of interconnections. The 

compression ratio depends on the ratio of neurons on input layer and on hidden layer. The actual 

compressed data is obtained from the weights and activation levels of the network. In this paper 

we have used back propagation technique to train the data set. 

 

4.1. Back Propagation 

 
Back propagation is a systematic method for training multilayer artificial neural networks.It has a 

mathematical foundation that is strong if not highly practical.It is a multi-layer forward network 

using delta learning rule,commonly known as back propagation rule. 

 

The training algorithm of back propagation involves four stages:- 

 

i) Initialization of weights. 

ii) Feed forward 

iii) Back propagation of errors. 

iv) Updating of weights and biases 

 

 
 

Figure 3. Back propagation neural network 

 

5. DATA SET DESCRIPTION 

 
The database considered in this project has 124 instances and 12 attributes, all of which are 

numeric-valued. Attribute information are as follows: 
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Table 1. Description of instances in the data set 

 

S.no Attribute Information 

i. Survival The number of months patient survived (has survived, if 

patient is still      alive).Because all the patients had their 

heart attacks at different times, it is possible that some 

patients have survived less than one year but they are 

still alive.  Check the second variable to confirm this. 

ii. Still-alive a binary variable where '0' indicates dead at end of 

survival period and '1' means still alive. 

iii. Age-at-heart-attack age in years when heart attack occurred 

iv. Pericardial – Effusion a binary variable. Pericardial effusion is a kind of fluid 

around heart.'0' means no fluid and '1' means fluid. 

v. Fractional-Shortening a measure of contractility around the heart. Lower 

numbers indicate abnormal condition. 

vi. EPSS E-point septal separation, another measure of 

contractility. Larger number indicate abnormal 

condition. 

vii. LVDD left ventricular end-diastolic dimension. This is a 

measure of the size of the heart at end-diastole. Large 

hearts tend to be sick hearts. 

viii. Wall-motion-score a measure of how the segments of the left ventricle are 

moving. 

ix. Wall-motion-index equals wall-motion-score divided by number of 

segments see Usually 12-13 segments are seen in an 

echocardiogram. 

x. Mult a derivate variable 

xi. Group meaningless, ignore it. 

xii. Alive-at-1 Boolean-valued. Derived from the first two attributes 

where '0' means patient was either dead after 1 year or 

had been followed for less than 1 year. '1' means patient 

was alive at 1 year. 

 

5.2. Linear Scaling 
 
The given dataset are in analog form and need to be converted to digital form.  Scaling has the 

advantage of mapping the desired range of variable i.e. ranges between minimum and maximum 

range of network input. The conversions are based on certain ranges, which are defined for each 

attribute. There are total twelve attributes. The numerical attributes are in analog form scaled in 

the range between 0 and 1.The following formulae has been used for linear scaling:- 

 

Delta = Xmax - Xmin  

Y = Intercept C = (X-Xmin)/Delta 

Slope (m) = 1/Delta 

So we can calculate Y for a given X,  

Y = mX + C 



Computer Science & Information Technology (CS & IT)                                 163 

 

 
 

Figure 4. Graph representing one of the attributes of sample analog data 

 

 

Figure 5. Graph representing linear scaled data 

 

5.2. Bipolar Coding 

 
The numerical attributes are in analog form scaled in the range between 0 and 1. Thus for 

converting into binary (digital) form, we assign a discrete value of “0” to the attribute value of 

less than or equal to “0.5”. 

 

 

Figure 6. Compressed signal 

 

5.3. Use of Back Propagation In The Data Set Reflected In Graphs 
 

5.3.1. Notations:  

 
i) Weights: two weight matrices: From input layer (0) to hidden layer (1) 
                                                  From hidden layer (1) to output layer (2) 
                                                  Weight from node 1 at layer 0 to node 2 in layer 1 

ii) Training samples: pair of                       .     So it is supervised learning                       

iii) Input pattern:  

iv) Output pattern:    

v) Desired output:    

vi) Error:                       error for output j when xp is applied. 

 

5.3.2. Pattern classification:  
 
i) Classification of electric signals  

� Input pattern: 12 features , normalized to real values between 0 and 1 
� Output patters: 3 classes: (First stroke, second stroke, Dead) 

},...,1),{( Ppdx pp =

),...,( ,1, nppp
xxx =

),...,( ,1, kppp ooo =

),...,( ,1, kppp ddd =

jpjpjp dol ,,, −=
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ii) Network structure 
 

• 118 input nodes, 3 output nodes 

• 1 hidden layer of 3 nodes 

• α = 0.05 (Learning rate) 

• Mean Squared Error: (0.5S(tk 
– yk )

2) 

• Maximum iteration= 100 
 

6. RESULTS 
 

6.1. Selection Of Learning Rate (Α): 

 
Number of epochs = 100 
 

Table 2. Selection of learning rate 

 

Serial Number Alpha (α) Mean Squared Error 

(0.5 S(tk - yk)
2
) 

1 0.9 1.9481 

2 0.8 1.7823 

3 0.7 0.5663 

4 0.6 0.5621 

5 0.5 0.54239 

6 0.4 0.5300 

7 0.3 0.51221 

8 0.2 0.4654 

9 0.1 0.3211 

10 0.05 0.3760 

11 0.005 0.3221 

 

Final value of learning rate = 0.05 
 

6.2. Selection Of Momentum Parameter (µ): 

 
Number of epochs = 100 

 
Table 3. Selection of Momentum Rate Factor 

 

Serial Number Momentum Factor Mean Squared Error 

1 0.9 1.984 

2 0.8 0.5821 

3 0.7 0.543 

4 0.6 0.5321 

5 0.5 0.5421 

6 0.4 0.5911 

7 0.3 0.5992 

8 0.2 0.5611 

9 0.1 0.3699 

10 0.05 0.325 

11 0.005 0.3200 
 

Final value of Momentum Parameter (µ) = 0.1 
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6.3. Test Results for Digital Data 

 
Learning Rate (α) = 0.05, Momentum Parameter (µ) = 0.1, Compression Ratio = 0.974583 

 
Table 4. Test Results for Digital Data 

 

Serial Number Training Data Testing Data Simulation Time 

(min) 

Efficiency (%) 

1 20% 80% 3.95 79.55 

2 40% 60% 14.78 81.67 

3 60% 40% 34.89 83.69 

4 80% 20% 47.12 92.17 

5 95% 5% 58.07 99.5 

 

6.4. Test Result for Analog Data 

 
Learning Rate (α) = 0.05 

Momentum Parameter (µ) = 0.1 

Compression Ratio = 0.974583 

 
Table 5. Test Results for Analog Data 

 

Serial Number Training Data Testing Data Simulation Time 

(min) 

Efficiency (%) 

1 20% 80% 4.15 72.14 

2 40% 60% 14.8 75.43 

3 60% 40% 30.79 82.32 

4 80% 20% 44.87 85.69 

5 95% 5% 49.07 89.57 

 

7. CONCLUSION 

 
Simulation of the back propagation network in this paper has achieved the objective of data 

compression of ECG signals based on the given data set. Thus, for a supervised input pattern, the 

output is obtained with a good level of accuracy.  

 

This paper is simulated for the echocardiogram data set. Also, it must be noted that Linear 

Scaling is used for digitizing the signals and after this process back propagation is applied in 

order to compress the signals. The tables 2-5 reflect about 99.5% of the accuracy. Hence it can be 

concluded that back propagation network is best suited for data compression algorithm which 

proves out to be a lossless compression.  
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