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ABSTRACT 

 

Basic group of visual techniques such as color, shape, texture are used in Content Based Image 

Retrievals (CBIR) to retrieve query image or sub region of image to find similar images in 

image database. To improve query result, relevance feedback is used many times in CBIR to 

help user to express their preference and improve query results. In this paper, a new approach 

for image retrieval is proposed which is based on the features such as Color Histogram, Eigen 

Values and Match Point. Images from various types of database are first identified by using 

edge detection techniques .Once the image is identified, then the image is searched in the 

particular database, then all related images are displayed. This will save the retrieval time. 

Further to retrieve the precise query image, any of the three techniques are used and 

comparison is done w.r.t. average retrieval time. Eigen value technique found to be the best as 

compared with other two techniques. 
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1. INTRODUCTION 

 
Key task of the computer science is always been the management of digital information. Years 

ago the data used to be in terms of numbers and [1] [4] [9] text; relational databases handled the 

storage and process of searching. But with the rapid growth of complex data types e. g. images, 

sound, videos, there is a need to research that suit our changing needs better. So in last two 

decades, a new approach data management has been studied extensively to address these 

requirements. In variety of application areas based on content based or on similarity searching 

has become fundamental computational task [18] which includes multimedia information 

retrieval, data mining, pattern recognition, data compression, biomedical databases, statistical 

data analysis. Rest of the paper is organized as follows. Section 2 illustrates frame work of CBIR, 
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section 3 explains various techniques used to implement the objective, section 4 will tabulate the 

result and finally section 5 draws the conclusion remark and future scope is discuss. 

 

2. CBIR FRAMEWORK 

 
Retrieval system proposed in this paper is described by the frame work or the block diagram as 

depicted in figure 1. This block diagram explains the flow of the proposed technique very easily 

which every reader can understand. 

 

Image retrieval system can be conceptually described by the framework depicted in figure 1. In 

this article we survey how the user can formulate a query, which is the appropriate retrieval 

technique for various types of image database such as Face, Vehicle, Animal and Flower, how 

the matching can be done [4]. 

 

 
Figure 1. Basic block diagram of CBIR 

 

This paper proposes a technique of image retrieval which first identifies the type of image by 

using edge detection technique, as shown in fig.2. This step is essential when the images are from 

different format. When the type of query image is known, then system will search the query 

image in that particular data type only which will save search time substantially. Query image 

will be searched precisely by using either of the three image retrieval techniques, Color 

Histogram, Eigen values base and Match point base. 

 

 
Figure 2. Image and its Edge 
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3. IMPLEMENTATION TECHNIQUES  

 

3.1 Eigen Values: 

 
The term “eigenvalue” is a partial translation of the German “Eigen wert”. A complete translation 

would be something like “own value” or “characteristic value,” but these are rarely used. 

Eigenvalues play an important role in situations where the matrix is a transformation from one 

vector space onto itself. 

 

When matrix transformation is from one vector space, role played by Eigen value is very 

important. When applications are based on image processing, eigen value approach plays a 

prominent role, e.g. measurement of sharpness of an image or segregation of images into images 

of vehicles or animals, etc. , Aim is to implement the mode with some real time variation, to 

precise face or image and retrieve it from a large number of stored faces. The Eigen face 

approach uses Principal Component Analysis (PCA) algorithm for the recognition of the images. 

It gives us efficient way to find the lower dimensional space. 

 
3.1.1 Sensitivity and accuracy of Eigen value: 

 
Basically, eigen value is a matrix which is susceptible to any deviation or changes i.e. disorder in 

matrix element will result in significant changes in eigen values. When the operations are related 

to floating point arithmetic, computations will result in introduction of round-off errors and also 

have similar effect to the perturbations taking place in original matrix [9]. This will in turn result 

in the magnification of round off errors in the eigen values that are computed. 

 

Assuming A has full set of linearly independent eigenvectors and using the eigen value 

decomposition we can get a rough idea of the sensitivity. 

 

Equation of eigen value and eigen vector for a square matrix can be written as 

 

 
 

This implies that (A-λI) is singular and hence 

 

 
 

This particular definition of eigen value, which excludes the corresponding eigen vector [10], is 

the characteristic polynomial of A or the characteristic equation and the degree of this polynomial 

is the order of matrix. Therefore if there are n-eigenvalues, matrix is of size n-by-n. 
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Table 1. Retrieval time in each image category 

 

 
 

 
 

Figure 3. Results of images in each category 
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3.2 Color 
 

Color is an important visual attribute for both human perception and computer vision and one of 

the most widely used visual features in image retrieval [l]. But an appropriate color space and 

color quantization must be specified along with a histogram representation of an image for 

retrieval purpose. Histogram describes the global distribution of pixels of an image [17][18]. 

Main advantage of a color histogram is its small sensitivity to variations in scale, rotation and 

translation of an image. We utilize different kinds of quantization schemes for the 

implementation of the color histograms in HSV color space. We observed that the HSV color 

model is better than the RGB color model for our approach using the following quantization 

scheme where each color component is uniformly quantized. . Although the color-based methods 

perform surprisingly well, [14] [15] their performance is still limited to less than 50% in 

precision. The main reason is because the color representation is low-level, even with the use of 

pseudo object models. 

 

In general, color is one of the most dominant and distinguishable low-level visual features in 

describing image. Many CBIR systems employ color to retrieve images, such as QBIC system 

and Visual SEEK. 

 

The retrieval method of using color characteristic was originally proposed by Swain and Ballard, 

they put forward the color histogram [6] method of which the core idea is to use a certain color 

space quantization method for color quantization, and then do statistics for the proportion of each 

quantitative channel in the whole image color. Abscissa represents the normalized color value, 

ordinate represents the sum of image pixels which corresponding to each color range [8][9][10]. 

Image statistical histogram is a one-dimensional discrete function: 

 
 

The letter k presents eigenvalues of color,letter l presents the number of features of value . So we 

get the color histogram of the image P as follows: 

 

 
There are many color histogram methods such as the global color histogram, cumulative 

histogram and sub-block histogram. However, color histogram has its own drawbacks, such as 

the color histograms of different images may be the same. 

 

3.3 Match Point Based: Computer Vision System Toolbox is used for this feature: 

 
This paper uses the functions from Computer Vision System toolbox to detect the objects using 

the Viola-Jones algorithm. Detection of corners in a grey scale image another function is used. 

Another function is used to detect the corners in a grey scale image. It returns location as a matrix 

of [x, y] coordinates. The object finds corner in an image using Harris corner detection, minimum 

Eigenvalues or local intensity comparison method. Using another function, feature vectors are 

extracted from intensity or binary image. These vectors are also known as descriptors and are 

derived from pixels surrounding an interest point by the function. These pixels match features 

and describe them by a single-point location specification. The function extracts feature vectors 

from an input intensity or binary image. These feature vectors, also known as descriptors are 

returned as M-by-N matrix having M feature vectors and each descriptor having length N. 

Corresponding to each descriptor, M number of valid points is also returned. To match the 
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features, match features function is used. To display corresponding feature points an overlay of 

pair of images in addition to a color-coded plot of corresponding points connected by a line, but 

the location is defined in the Surf point objects. [21] 

 

4. COMPARATIVE ANALYSIS OF ALL THE THREE TECHNIQUES 

 
Following table gives comparison of retrieval time of all types of databases with three different 

techniques, such as match Point, Histogram and Eigen Values. 

 

 
Table 2. Average recognition rate for the overall Face database, Animal database, vehicle database and 

Flower database. 
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Figure 4. Graphical representation of retrieval time using three techniques. 

 

5. CONCLUSION 

 
This paper proposes three techniques for image retrieval from the various type of database such 

as human face, vehicle, animal and flower. Three techniques used here are based on match point, 

color histogram and eigen values. Out of these three techniques, retrieval using eigen value, 

found to be the best, 2.3876 seconds because only diagonal values of the images are used for 

comparison because of which retrieval time reduces substantially. Color Image Histogram 

requires maximum time, 12.7273 seconds because each pixel contributes for the construction of 

histogram. Lastly required retrieval time of Match Points is in between Eigen values and 

Histogram Techniques, 7.4751 seconds because only selected match Points contribute for the 

query image retrieval. 

 

Future scope: Limitations of techniques used in this paper are number of pixels contributing the 

query image retrieval. In histogram technique, every pixel contributes for the plot of Histogram 

and hence it takes maximum time. Whereas in case of Match Points, selected pixels are used for 

the image retrieval and in Eigen Values only diagonal elements are used. Therefore retrieval time 

is least for eigen value technique, maximum for Histogram and for Match Point, retrieval time is 

in between Eigen Value and Histogram. In order to improve the retrieval time, Wavelets and 

Multi Resolution Analysis (MRA) can be used. This will result in improvement in directional 

information and retrieval efficiency. Also can be used identify unknown objects. 
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