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ABSTRACT 
 

In this paper, we propose a new approach based on the detection of opinion by the 

SentiWordNet for the production of text summarization by using the scoring  extraction 

technique adapted to detecting  of opinion. The texts are decomposed into sentences then 

represented by a vector of scores of opinion of this sentences. The summary will be done by 

elimination of sentences whose opinion is different from the original text. This difference is 

expressed by a threshold opinion. The following hypothesis: "textual units that do not share the 

same opinion of the text are ideas used for the development or comparison and their absences 

have no vocation to reach the semantics of the abstract" Has been verified by the statistical 

measure of Chi_2 which we used it to calculate a dependence between the unit textual and the 

text. Finally we found an opinion threshold interval which generate the optimal assessments.  
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1. INTRODUCTION AND PROBLEMATIC 

 
Currently, one of the major problems for computer scientists is access to the content of 

information, access itself or in other words the software and hardware infrastructure are no longer 

an obstacle, and the major problem is the exponential increase in the amount of textual 

information electronically. This requires the use of more specific tools i.e. access to the content of 

texts by rapid and effective means has become a necessary task. 

 

A summary of a text is an effective way to represent the contents of the texts and allow quick 

access to their semantic content. The purpose of a summarization is to produce an abridged text 

covering most of the content from the source text. 
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Summary of text appears interesting for fast access to the content of textual information.  A 

summary is a reissued the original text in smaller form that is done under the constraint of 

keeping the semantics of a document that is minimized entropy semantics. The purpose of this 

operation is to help the reader identify interesting information for him without having to read the 

entire document. The uses of automatic summaries aim to reduce the time to find the relevant 

documents or reduce treatment long texts by identifying the key information. The volume of 

electronic textual information is increasing, making access to information difficult. Producing a 

summary may facilitate access to information, but it is also a complex task because it requires 

language skills. 

 

To do an automatic summarization, the current literature presents three approaches: 

 

• Automatic Summarization by extraction  

• Automatic Summarization by understanding  

• Automatic  Summarization by automatic classification 

 

Another line of research that has gained momentum in recent years, in case the Opinion Mining 

or the fact of detecting opinion of a sentence, paragraph or text. Our job is to use detection 

methods to produce a summary opinion. We propose the hypothesis: 

 

"Textual units that do not share the same opinion of the text are ideas used for the 
development or comparison and their absences have no vocation to reach the semantics of 

the abstract" 
 

In this work we will generate a summary automatically by extraction approach, we will use the 

scoring technique where the score will calculate according to opinion by using a SentiWordNet 

 

We will build a summary of the sentences that have an opinion similar to that of full text 

according to a threshold of opinion; our work will give an answer for the following question: 

 

• Have our hypothesis been testable? If so, is it valid? 

• What is the impact of opinion threshold on the quality of the summary? 

• The opinion mining can he bring a plus for automatic summarization? 

 

2. LITERATURE REVIEW 

 
Automatically produce a summary is an idea that has emerged in the early 1950s, this is a branch 

of natural language processing (NLP). The first attempts made their apparition in 1950, the 

community has tried to implement simple approaches as extracting relevant sentences according 

to a scoring in order to arrive at a summary understandable and easily readable by a human. 

(Luhn, 1958) [1] (Edmundson, 1969)[2] proposed to identify lexical units carriers of semantics 

by manual analysis, the result is called extracts (in English), i.e. an extract is a summary built by 

phrases (considered as pertinent) original text. Their idea is to assign a weight to each sentence 

that represents its pertinence then extract either by a reduced rate, N sentences whose weight are 

greater, or a threshold scoring, tell that all the sentences with a score and greater than or equal to 

the threshold will be kept. 
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Other work focuses on automating the analysis for the detection of pertinent lexical units: several 

methods and variations have been proposed (Radev et al, 2001)[3]; (Radev et al, 2004)[4]; 

(Boudin and al , 2007)[5];  (Carbonell and al, 1998)[6].(Boudin and al, 2008)[7] we see that we 

can select two sentences pertinent but if it looks like,  they have worked on eliminating 

redundancy by similarity measures sentences, they even prove their method detects the topic text. 

 

The proposed approaches are intuitive, since the 1960s (Edmundson, 1969)[2] pro-poses to make 

an identification of keywords (based on a theme), followed by a job that involves a consideration 

of the position of sentences in the document. The MEAD2 system is the most popular nowadays, 

developed instead by Ramdev, he implemented the approach of this type (Radev et al., 2001)[3]. 

He identified the most salient words in each text, which he calls "centroid", and A extract is made 

by sen-tence who contain the greatest number of "centroid". Another Neo-cortex system was 

developed at the University of Avignon, which is based on the  combination  of screening 

measures, phrases to select the benefits covered by each of them (action selection), this system 

obtained very good results by evaluating the algorithm MMR (Maximal Marginal Relevance) of 

(Carbonell & Goldstein, 1998)[6]. 

 

Some years later other approaches were presented, these approaches are based on knowledge 

representation (Mani, 2004)[8], the thematic segmentation (Farzindar et al, 2004)[9] Or 

recognition of user profiles (author of full text) (Crispino & Couto, 2004)[10]. 

 

Noting some attempts to introduce deep linguistic systems in automatic summarization, most 

recent work was on the syntax tree by providing a method for comparing between syntactic trees, 

make the elimination of syntax trees or merge (Barzilay & McKeown, 2005)[11];. This attempt 

was followed by another job that offers alternative methods of syntactic compression based on 

theoretical and empirical linguistic properties (Yousfi-Monod, 2007)[12]. 

 

Most jobs are not interested in the opinion contained in the text, at the end of 2000 the 

community began to have more specialized query summaries, including dealing with the 

detection and analysis of the opinion. (Eyrich, et al, 2001)[13] propose a system diagram that has 

not been implemented: This system integrates a QR module and an analysis module opinion to 

make a summary of the responses to the opinion without changing the content. 

 

Work on automatic summaries have neglected early analysis of the opinion. Analysis of opinion 

is divided into three main levels of subtasks: the first sub-task is to distinguish between a 

subjective texts and an objective text  (Yu & Hatzivassiloglou, 2003) [14]. The second sub-task is 

to classify texts subjective positive or negative (Turney, 2002)[15]. The third level of refinement 

trying to determine the extent to which positive or negative texts (Wilson et al., 2004)[16]. The 

impulse given by campaigns such as TREC Blog task opinion since 2006 is undeniable (Pang & 

Lee, 2008)[17]. (Zhang et al, 2007)[18];(Dey & Haque, 2009)[19]. 

 

Opinion Mining is an area that has attracted many researchers which resulted in several works. 

There are two types of approaches for detecting opinion: Approaches based on corpus (Corpus-

based Approach) (Hatzivassiloglou and McKeown, 1997)[20]         (Wiebe, 2000) [21] 

(Kanayama and Nasukawa, 2006) [22] (Esuli and Sebastiani 2006) [23]; and (Qiu et al, 2009) 

[24], others based on a dictionary (Dictionary-based Approach) dictionary (Hu and Liu, 2004) 

[25], (Kim and Hovy, 2004) [26], (Kamps et al, 2004) [27], (Esuli and Sebastiani , 2005)[28], 

(Andreevskaya and Bergler, 2006) [29],  and  (Bouchlaghem et al, 2010) [30]. 
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This is the second approach that will be used in this article, (Wu and Liu, 2004) use the adjectives 

for the detection of opinions. They manually build a list of adjectives they use to predict the 

orientation of the sentence and use WordNet to supply the list synonyms and antonyms of 

adjectives whose polarity is known. In (Liu and al, 2007)[31], the authors count the number of 

occurrences of each entity in the "Pros" expressing a positive opinion and "Cons" that negative 

opinions. In (Zhang and Liu, 2011) [32], the authors showed that the noun and noun phrases can 

also enclose opinions, They count the number of positive and negative sentences for each feature 

of the product using the lexicon of opinion prepared by (Ding and al, 2008)[33].Strength 

(intensity) of opinion is also required; Indeed, subjectivity is expressed in different ways; "Good 

battery" is different from "great battery" and "excellent battery." (Pang and Lee, 2008)[17] focus 

on detecting the strength of opinion using the techniques of boosting, rule learning and support 

vector regression. (Pang and Lee, 2008) [17]and (Turney, 2002)[15] classify documents as 

"thumbs up" or "thumbs down" according to the opinion they convey. However, (Pang and Lee, 

2005)[34] exploit machine learning techniques to give a score from 1 to 5 on passages opinions. 

While (Esuli and Sebastiani 2006)[28] construct the SentiWordNet that a dictionary of general 

opinion; currently in its third version SentiWordNet 3.0;  SentiWordNet can be defined as a 

lexical resource designed specifically for use by application of detecting opinions and feelings. 

SentiWordNet is the result of an annotation of all synsets of WordNet so that it assigns to each 

word (synset) an opinion score. SentiWordNet contains 1000 synsets which makes it very small 

compared with WordNet, besides the 1000 synsets SentiWordNet automatically ignores all other 

inputs. Another weakness is that several synsets are not carrying opinion[35]. 

 

we can not pretend that our opinion detection for the production of summary text goes beyond the 

assessment of degrees of positivity or negativity, we must shed light on recent efforts to introduce 

more linguistic and discourse approaches (taking into account the modality of the speaker) in this 

accompli by (Asher and al., 2008)[36]. 

 

As for the evaluation of abstracts is a crucial problem, emphasize the contribution (Goulet, 

2007)[37] that goes beyond the coverage of n-grams and offers a terminology adapted to French. 

In recent years, large-scale assessments, independent designers systems have emerged and 

several evaluation measures have been proposed. As regards the assessment of automatic 

summary, two evaluation campaigns have already been conducted by the U.S. DARPA (Defense 

Advanced Research Projects Agency). The first, entitled SUMMAC, ran from 1996 to 1998 

under the TIPSTER (Lin and al., 2003) [38] program, and the second, entitled DUC (Document 

Understanding Conferences) (noting that France still lagging behind several countries in all 

science especially: Computer science),  (Das and  al., 2007) [39] followed from 2000 to 2007. 

Since 2008 it is the Text Analysis Conference Such measures may be applied to the distribution 

of units in the summaries of P systems and those of reference Q. The method was evaluated by 

Lin et al. (2006) on the corpus DUC'02 for tasks mono and multi-document summary. A good 

correlation was found between measures of divergence and the two rankings obtained with 

ROUGE and coverage. (Louis & Nenkova ,2009) [39] went further and, proposed to compare the 

distribution of words in the complete documents with the words in automatic summaries to infer 

an evaluation measure based on the content. 

 

 
 
 



Computer Science & Information Technology (CS & IT)                                167 

 

3. OUR PROPOSED APPROACH 

 
Our approach is based on the identification of opinions textual units (phrases, clauses, sentences, 

paragraphs), the identification of opinion original text, finally extracting textual units that share 

the same opinion that the original text  

 

We start from the hypothesis mentioned in previous section. 

 

Recall that the opinion is an expression of the feelings of a person towards an enti-ty or an aspect 

of the entity (Liu, 2010). An entity may be a product, a person, event, organization or topic. 

 

SentiWordNet is used to filter the word bearer of opinion first, then we will use the score 

returned by SentiWordNet like so: 

 
If (score_opinion (term i) <0) then the opinion of (term i) 

is negative, else opinion is positive 

 

Our approach will follow the following steps: 

 

3.1 Pretreatment 
 

Simple cleaning: Empty words will not be deleted, because the method for automatic 

summarization by extraction is based on extracting the most informative sentences without 

change and because the final result is a text (abstract) : if any words will be deleted without 

information on their morphosyntactic and semantic impact in sentences, you can get a text 

summary inconsistent.  

 

And for this cleaning will be limited to delete emoticons and replace spaces with _ and remove 

the special characters that cannot fit in French or English literature (#, \, [,]............) 

 

Choice of term: for automatic summarization by extraction we will need two representations: 

 

• Bag of words representation. 

• Bag sentence representation. 

 

The two representations are introduced in the context of vector model: 

 

The first representation is to transform the text into a vector vi ( w1 , w2 , .... , w | T | ) where T is 

the number of all the words appearing at least once in the text. The weight wk indicates the 

occurrence of the word tk in the document. 

 

The representation is to transform the text into a vector V
1

i ( w'1 , w'2 , .... , w ' | R | ) where R is the 

number of all the phrases that appear at least once in the text. The w'k weight indicates the 

occurrence of tk sentence in the document. 

 

And finally a matrix of occurrence sentences * will generate a word from the two previous 

representations, the size of the matrix is : 
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• The number of words in the text * the number of words in the text, 

• The weight pik represents the number of occurrences of the word  k  in sentence i; 

 

3.2 Detecting opinion by SentiWordNet: 

 
The "sentence-term" matrix is reduced to a "sentence - carrier term of  opinion " matrix filtering 

the term vector vi by SentiWordNet, no-existing terms in the dictionary opinion will be 

eliminated. 

 

At the end of this step, a matrix M of size nxp where n is equal to the number of phrases and p is 

equal to the number of term carrier opinion. Mij indicates the occurrence of the word (opinion 

holder) j in sentence i 

��� =  ��� ∗ �	
�� (�)                               (1) 

 

The score (j) is the score obtained by the SentiWordNet for the term j 

 
3.3 Construction of Summary 

 
Weighting: Once the matrix "Phrase- carrier term of opinion" is ready, we calculate the score of  

phrases  as well as the score of text in order to proceed to the final step.  

 

The opinion score for textual units (sentences, paragraph or text) is equal to average the score of 

the holders of opinion obtained by the SentiWordNet terms. 

 

So the score of opinion of each sentence will be calculated as follows: 

�	
����������� =  
∑ ���

�
���

∑ ���
�
���

                          (2) 

 

such that n = number of carrier term of opinion in the textual unit 

 

Finally, we identified the opinion of text that is the average of opinion score of phrase that the 

compound: 

�	
���� �� =  
∑ �	
�����������!

���

"
               (3) 

 

As size R of vector V’ (number of sentences) 

 

Summary Final: "The suggested procedure claims on the principle that high-frequency words in a 

document are important words" [Luhn 1958]. In our case we will adapt this quote as follows: 

"The suggested procedure claims on the principle that sentences that share the same opinion that 

the document (text) are important phrases" ie phrases that do not share the same opinion with text 

without phrases that have been used by the author to develop an idea or comparison is equivalent 

to saying that we can eliminate them without causing a large entropy of sense. 

 

The final step is to select the phrases that have the same opinions as the text, for this we proposed 

this method: 
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By neighborhood threshold of opinion of phrases: we kept the phrase his degree of similarity 

of opinion between this phrase and the text is greater than or equal threshold neighborhood or 

opinion threshold.  

For each sentence k  do 

If (score_texte - threshold_opinion < threshold _phrase [k]) and (threshold _phrase [k] 

<score_texte + threshold _opinion)  

Then selected the sentence k 

 

 
 

Fig. 1. Full process of the proposed approach 

 

4. EXPERIMENTATION 
 

To test our hypothesis already mentioned we use the Chi2 measure is a well-known statistical 

measure, it evaluates the lack of independence between a textual unit and a text. It uses the same 

concepts of co-occurrence word / text mutual information, but the difference lies on 

standardization, which makes them comparable terms. Measurement Chi_2 still loses relevance 

for infrequent terms.[41] 

$² (%&', &�)&�) =  
|+|. �- (%&', &�)&�). - (%&'....., &�)&/.......) −  - (%&' , &�)&�). - (%&'....., &�)&�)�²  

-(%&'). -(%&'.....). -(&�)&�). -(&�)&/.......)
   (4) 

 

The use of measurement Chi_2 determines the independence of sentences eliminated by detecting 

opinion with the original text. Chi_2 promotes the absence of terms and the most common and 

takes into consideration information from the text terms. A high value of the Chi-2 (k, i) reflects a 

dependency between the sentence k and the text i . 

 

The second step of our experiment will begin to study is a robustness of summary, we use two 

evaluation method ROUGE-SU (2) (Recall-Oriented Understudy for Gisting Evaluation –Skip 

Unit) and F-measure. 
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4.1 Used corpus 

 
Was used as the text corpus "Hurricane" in the English text (to use the SentiWordNet): the text 

contains a title and 20 sentences. 

 

Summaries reference: we took three reference summary product successively by Summarizer 

CORTEX, Essentiel Summarizerand the third by a human expert. 

 
Cortex 
 
Hurricaine Gilbert Swept towrd the Dominican Republic Sunday, and the Civil Defense 

alerted its heavily populated south coast to prepare for high winds, heavy rains, and 

high seas. The National Hurricaine Center in Miami reported its position at 2 a.m. 

Sunday at latitude 16.1 north, longitude 67.5 west, about 140 miles south of Ponce, 

Puerto Rico, and 200 miles southeast of Santo Domingo. The National Weather Service 

in San Juan, Puerto Rico, said Gilbert was moving westard at 15 mph with a "broad 

area of cloudiness and heavy weather" rotating around the center of the storm. Strong 

winds associated with the Gilbert brought coastal flooding, strong southeast winds, 

and up to feet to Puerto Rico's south coast. 

 

Essential Summarizer 
 
"There is no need for alarm," Civil Defense Director Eugenio Cabral said in a 

television alert shortly after midnight Saturday. Cabral said residents of the province 

of Barahona should closely follow Gilbert's movement. On Saturday, Hurricane 

Florence was downgraded to a tropical storm, and its remnants pushed inland from the 

U.S. Gulf Coast. Residents returned home, happy to find little damage from 90 mph 

winds and sheets of rain. 

 

Human expert 

 
Hurricane Gilbert is moving toward the Dominican Republic, where the residents if the 

south coast, especially the Barahona Province, have been alerted to prepare for heavy 

rain, and high winds and seas. Tropical storm Gilbert formed in the eastern Caribbean 

and became a hurricane on Saturday night. By 2am Sanday it was about 200 miles 

southeast of Santo Domingo and moving westward at 15 mph with of 75 mph. Flooding 

is expected in Puerto Rico and the Virgin Islands. The second hurricane of the season, 

Florence, is now over the southern United States and downgraded to a tropical storm. 

 

4.2 Validation 

 
To estimate the robustness of our summary, we calculate the correlation metric ROUGE-SU (2) 

(Lin 2004) which compares a candidate summary (automatically generated by the system to be 

evaluated) and a reference summary (created by human experts or other automatic summarization 

systems known). And another F-Measure metric that we have proposed in earlier work. 

The evaluation measure Recall - Oriented Understudy for Gisting Evaluation.  

The evaluation of abstracts can be done semi-automatically through measures of similarities 

computed between a candidate summary and one or more reference summaries. We evaluate the 

results of this work by the measure called Recall - Oriented Understudy for Gisting Evaluation 
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(ROUGE) proposed by (Lin, 2004) involving the differences between distributions of words. 

Heavily used in the DUC campaigns, these measures are increasingly considered standard by the 

community because of their strong correlation with manual ratings. Two variants of ROUGE will 

be developed; it is the measures used in the DUC campaigns. 

ROUGE (N) 
 

Measurement of return calculated on the co-occurrences of N-grams between a candidate 

summary Rcan and a set of reference summaries Rref Co-occurrences (N-gram) is the maximum 

number of co-occurrences N-grams and Rref in Rcan number and (N-grams ) to the number of N-

grams appearing in the abstract 

"�234 (5) =
∑ ∑ Co − occurences (R?@A, RBCD, N)F∈HIJKF∈HLMN

 Nbr − NGramme (N)HLMN

(5) 

ROUGE-SU (M) 

Adaptation of ROUGE-2 using bigrams hole (skip units (SU)) maximum size M and counting 

unigrams.  

F-Measure pour l’évaluation des résumés automatique par extraction 

We proposed in our previous work an adaptation of the F-measure for the validation of automatic 

summarization by extraction, since this technique is based on sentences to keep and delete else 

following some a philosophy (scoring, detection Thematic....), this can be considered as a two-

class classification.  

 

Our method is a hybrid between the two valuation methods: intrinsic and extrinsic.  

 

We shall compare the applicant and the full text (summary) summary to identify textual units that 

have been kept and which have been deleted, then did the same operation between the reference 

summary and the full text (summary), and finally a comparison between the two summaries 

(candidate and reference) is performed to obtain the following confusion matrix. 

 
Table 1. Confusion matrix summary automatic 

 
 

A Recall of "Tu-K" class is defined by the number of textual units kept in the candidate and 

reference summary (shared), divided by the number of units of text kept by the reference 

summary; in parallel calculates Recall of "Tu-D" class in the same way that is to say, the number 

of text units deleted in the candidate and reference summary (shared), divided by the number of 

units of text deleted reference summary 

 

 

 
"TUU�VWXYZ =  

$

$ + \
(6)  "TUU�VW^Y_ =  

`

` + a
(7) 
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The precision of "Tu-K" class is defined by the number of textual units kept in the candidate and 

reference summary (shared), divided by the number of units of textual kept by the candidate 

summary; in parallel calculates the precision class "Tu-D" in the same way that is to say, the 

number of text units removed from the candidate and reference summary (shared), divided by the 

number of textual units deleted by the candidate summary. 

 

 

Since automatic summarization by extraction is a two-class classification thus: 

 

 

 

 

 

 

 

4.3 The algorithm description. 
 
Begin 

Pretreatment paper 

Mij = integer array [1 .. number of sentence] [1 .. number of 

terms] 

Mij = vectorization (Word Bag, bag of sentences) 

Oij = integer array [1 .. number of sentence] [1 .. number of 

terms] 

For each sentence i do begin 

For each j terms to begin 

��� =  ��� ∗ �	
�� (�)(13) 

End for 

End for 

Score _phrase = array real [1 .. number of sentence] 

for each sentence k do begin 

�	
��_Uℎ�T�� ��� =  
∑ ���

�
���

∑ ���
�
���

(14) 

End for 

�	
��_&�)&� =  
∑ �	
�����������!

���

"
(15) 

Threshold = défini_par _l'utilisateur 

For each sentence do i start 

If (score_texte-seuil_voisingane <score_phrase [i] <+ score_texte 

seuil_voisingane) 

then remember sentence [i] if not eliminated sentence [i] 

End for 

END 

 

 

 

-�é	���
gWXYZ =  
$

$ + a
(8)                      -�é	���
gW^Y_ =  

`

` + \
(9) 

j − ���%�� =
2 ∗ (-�é	���
g ∗  "TUU�V)

(-�é	���
g + "TUU�V)
(12) 

"appel =  
HCmm@nop pqrsHCmm@nop pqt

u
(10)         Précision =  

y?éBzFz^Dop pqrsy?éBzFz^Dop pqt

u
(11) 

Finally combining precision and recall is calculated weighting to the F-Measure 
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4.4 Result 
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Table 2. Result Evaluation of summary produced (candidate) with ROUGE and F-measure using 3 

reference summary Cortex, Essential Summaries, human expert (second part) 

 

The above table includes an assessment summary with a different threshold of opinions 

comparing with all reference summary using the F - measure and ROUGE.  The following table 

shows in a manner explicit the selected sentences (keep) (K) and the sentences deleted (D) at 

each threshold of opinion and gives the chi_2 value for each sentence with original text and the 

chi2 rate of each summary report by the original text.  

 

The rate of chi-2 which is equal to the sum of value chi_2 sentence divided by retained by the 

number of all the phrases which constitutes the original text, it indicates the correctness of choice 

of phrases relative to their dependence original text. 
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Table 3. Distribution of sentences in summary product (candidate) for each threshold  of opinion , his chi_2 

rate and reduction rate, and Chi_2 value for each sentence 

 

4.5 The best summary text 

 
 

The following table summarizes all the results mentioned in the two previous tables in case the 

table2 and table 3: 
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this is the second part of Table above 

 
Table 4. Recapitulation of table 1 and 2, ROUGE-SU(2) vs F-Measure, Vs chi_2 rate summary Vs rate reduction 

 

5. INTERPRETATION 

 
We tested our approach with an incremental threshold 0.00125 to see the impact of threshold of 

opinion on the quality of the summary and to recommend range threshold that returns good 

results. 

 

ROUGE is a intrinsic semi-automatic evaluation metric based on the number of co-occurrence 

between a candidate summary and one or more reference summaries divided by the size of the 

latter. Its weakness is that it is based on references summary and neglects the original text. 

 

The value given by ROUGE for a summary with a negligible reduction rate is high. This high 

value is explained by the to the increased number of co-occurrence between the candidate 

summary and references summary. 
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The F-Measure is one of the most robust metric and most used for the evaluation of 

classification; The F-measure is a combination of Recall and precision. For our adaptation we 

added to the force F-Measures an extrinsic evaluation in the beginning, and continue with an 

intrinsic evaluation: So this is hybrid evaluation. For automatic summary reduced rate of 

reduction, F-measure gives better than ROUGE assessments because it takes account of the 

absence of term. But unlike ROUGE, evaluating a candidate summary with high reduction ratio 

summary can be distorted,  because FALSE NEGATIVE  FN and TRUE NEGATIVE TN is the 

maximum which will give good result in summary generally poor (highest reduction rate leads to 

an increase of entropy information) 

 

 
Fig. 2. Chi_2 rate candidate summary  Vs reduction rate candidate summary 

 

The precision indicated the purity of the candidate summary, while recall interprets the likeness 

of the candidate summary reference.  

 

We can deduce from the above graph that the two variable: rate reduction rate Chi_2 text and 

have an inverse correlation, indicating that the increased number of selected sentences increases 

the independence original text. This indication is logic and expected, returning to table 2, we can 

see that in the made to retain P4, P 13 ,P18 sentences we increase the rate of chi-2 + by 25%, 

thanks to their strong dependence on text that is equal to 0.57 for the P4 and larger than 0.71 for 

P13 and P18 

 

 
Fig. 3. ROUGE VS F-Measure (with 3 reference summary) vs chi2 rate vs reduction rate 
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We see the ROUGE index (black curve, red and green) is higher when the rate of reduction (red 

curve) is low; unlike rate chi-2 indicating a great loss to the sentence dependente with a orginale 

text, in this case assessment ROUGE is false, and this is the result of the high value of the co-

occurrence between the candidate summary and the reference summary, the probability found 

that of co-occurrence between a long and a short text reference is more important than a short text 

summary with the same reference. 

 

Seen on the graph that the F-measure overstates the automatic summarization which has a high 

rate of reduction, by against it does not overstate the summary is a low rate of reduction; is 

explained by the consideration of missing words (False Negative: textual untités deleted in the 

candidate resumé but retained by the abstract and negative reference True: textual untités deleted 

in the candidate and the reference summary resumé). This is a strong point of the F-Measure 

adapted to enable automatic extraction summaries, although it must be noted that its weakness 

against the very small summary and True Negative achieving the maximum value (all deleted 

sentences in the summary Reference will also be summarized in this summary has a high 

reduction ratio) 

 

Finally, we can see all indexes used for the evaluation values are reached their optimal threshold 

set between 0.0125 and 0.0175, in this interval all evaluation value is good for the candidate 

summary. 

 

We can see from Figure 3 and Table 4 that the selection of words that are less dependent 

originally the text does not improve Result, for example: between 0.0125 and 0.01375 threshold, 

the only difference is the selection of the fifth sentence in 0.01375 (it was not in the selected 

0.0125 threshold), in Table 4 we seen Chi_2 the value of this sentence is low which is also 

readable on the graph not stagnation the ROUGE and a slight drop in F-measure for three 

reference summary. This confirms our hypothesis. 

 

6. CONCLUSION AND PERSPECTIVE 
 

In this article, we presented a new approach for the production of an automatic summary 

extraction based on the detection of conscience SentiWordNet. 

 

First line, we proposed a hypothesis that will support this approach "textual units that do not 

share the same opinion of the text are ideas used for the development or comparison and 
their absences have no vocation to reach the semantics of the abstract " 
 

The second line, we explain our approach to detecting and opinion proposed a flexible technique 

to choose the sentence that is near to the original text opinion poll threshold. 

 

Given the results obtained, we have validated our hypothesis; and therefore this work can help 

solve one of the major problems of automatic summarization: the reduction of information 

entropy and conservation semantics.  

 

Looking ahead, we will try to improve automatic summarization by extraction based on the 

detection of opinion by the application of technical and other conventional method such as 

detection thematic. 
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7. ANNEX 

Title : Hurricaine Gilbert 

Hurricaine Gilbert Swept towrd the Dominican Republic Sunday, and the Civil Defense alerted 

its heavily populated south coast to prepare for high winds, heavy rains, and high seas. The storm 

was approaching from the southeast with sustained winds of 75 mph gusting to 92 mph. "There is 

no need for alarm," Civil Defense Director Eugenio Cabral said in a television alert shortly after 

midnight Saturday. Cabral said residents of the province of Barahona should closely follow 

Gilbert's movement. 

 

An estimated 100,000 people live in the province, including 70,000 in the city of Barahona, about 

125 miles west of Santo Domingo. Tropical storm Gilbert formed in the eastern Carribean and 

strenghtened into a hurricaine Saturday night. The National Hurricaine Center in Miami reported 

its position at 2 a.m. Sunday at latitude 16.1 north, longitude 67.5 west, about 140 miles south of 

Ponce, Puerto Rico, and 200 miles southeast of Santo Domingo. The National Weather Service in 

San Juan, Puerto Rico, said Gilbert was moving westard at 15 mph with a "broad area of 

cloudiness and heavy weather" rotating around the center of the storm. The weather service 

issued a flash flood watch for Puerto Rico and the Virgin Islands until at least 6 p.m. Sunday. 

Strong winds associated with the Gilbert brought coastal flooding, strong southeast winds, and up 

to 12 feet to Puerto Rico's south coast. There were no reports on casualties. San Juan, on the north 

coast, had heavy rains and gusts Saturday, but they subsided during the night. On Saturday, 

Hurricane Florence was downgraded to a tropical storm, and its remnants pushed inland from the 

U.S. Gulf Coast. Residents returned home, happy to find little damage from 90 mph winds and 

sheets of rain. Florence, the sixth named storm of the 1988 Atlantic storm season, was the second 

hurricane. The first, Debby, reached minimal hurricane strength briefly before hitting the 

Mexican coast last month. 
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