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ABSTRACT 

 

Computation RFID (CRFID) expands the limit of traditional RFID by granting computational 

capability to RFID tags. RFID tags are powered by Radio-Frequency (RF) energy harvesting. 

However, CRFID tags need extra energy and processing time than traditional RFID tags to 

sense the environment and generate sensing data. Therefore, Dynamic Framed Slotted ALOHA 

(DFSA) protocol for traditional RFID is no longer a best solution for CRFID systems. In this 

paper, we propose a table-based CRFID tag identification protocol considering CRFID 

operation. An RFID reader sends the message with the frame index. Using the frame index, 

CRFID tags calculate the energy requirement and processing time information to the reader 

along with data transmission. The RFID reader records the received information of tags into a 

table. After table recording is completed, the optimal frame size and proper time interval is 

provided based on the table. The proposed CRFID tag identification protocol is shown to 

enhance the identification rate and the delay via simulations. 
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1. INTRODUCTION 

 
Internet of Things (IoT) is one of the emerging technologies that connects the physical world of 

things to the Internet [1]. Various applications such as metering, surveillance system, and factory 

maintenance systems are expected to be realized by IoT networks. There are many challenges to 

implement IoT networks [2]. IoT communications aim to support a massive number of deployed 

devices. To collect information of a large number of devices, efficient Medium Access Control 

(MAC) protocol is required. Moreover, there is an energy consumption issue due to energy-

critical small IoT devices. Devices should be energy efficient to maximize the network lifetime to 

provide better network maintenance and reliability. 

 

Radio Frequency IDentification (RFID) is a contact-less identification technology. An RFID 

network consists of a RFID reader and multiple tags [3]. RFID tags classified into passive tags 

and active tags. Passive RFID tags transmit data by backscattering the signal of the reader. Since 

the transmission relies on the signal from the reader, passive tags are battery-less and semi-
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permanent. Traditional RFID tags can only send the predefined information such as unique IDs of 

tags. Thus, the role of RFID tags may be limited in IoT networks which require smarter and more 

complex jobs of devices.  

 

Computational RFID (CRFID) is an enhanced RFID that can overcome the limitation of the 

traditional RFID. CRFID incorporating the sensing capability into RFID expands the 

functionality of RFID [4]. Fig. 1 indicates the simple concept of the CRFID tag. In a sensor part, 

a surrounding environment is measured and data is produced by local computing process. Then, 

the generated data is delivered to the RFID part and tags transmit it by backscattering the signal 

of the reader. With this computational capability, potential applicability of CRFID can be 

widened with sufficiently low energy consumption [5]. In this sense, CRFID is treated as a viable 

solution of enabling IoT networks [6]. 

 
Figure 1.  Structure of CRFID tag with sensing and processing capability. 

There have been researches for CRFID systems. Yang et al. [7] proposed a switching mechanism 

of the firmware of a CRFID tag by the command from the reader. The inefficiency of firmware 

switching of a CRFID tag using wired interface is stated. To resolve the problem, the reader 

command for firmware switching is designed to be compatible with the EPC standard. The 

energy overhead and switching delay are simulated. In [8], an efficient way to transmit bulk data 

of a CRFID tag is studied. Authors stated the low performance of data stream of a CRFID tag 

caused by Cyclic Redundancy Check (CRC) calculation. Then, they proposed an efficient data 

transfer scheme for the CRFID tag by precomputing and exploiting the intermediate 

computations for CRC. Since the latency of CRFID tags is reduced with the proposed scheme, 

data transfer efficiency is improved. Wickramasinghe et al. [9] studied the ambulatory monitoring 

systems using CRFID sensors. Receiving data is segmented based on the natural activity 

boundaries and an algorithm to track the body movement transition is presented. In the 

experiment, CRFID in ambulatory monitoring shows high performance. 

 

Existing studies do not tackle the most important difference of CRFID tags from traditional RFID 

tags. With the sensing operation, CRFID tags need extra energy and processing time before 

communicating with the reader. Dynamic Framed Slotted ALOHA (DFSA), which is used in the 

conventional RFID identification [10], may not be compatible with CRFID systems. Estimation 

of the number of tags in DFSA will no longer match with the actual number of active CRFID tags 

due to new characteristics of CRFID. Thus, the optimal frame size needs to be redesigned in 

DFSA. 



Computer Science & Information Technology (CS & IT)                                  61 

 

In this paper, we propose a CRFID tag identification protocol considering the sensing capability. 

Initially, a CRFID reader collects the energy and processing time requirement of individual tags 

along with the identification process. When the reader collects all of the energy requirements and 

processing time of tags, reader estimates the exact number of active tags at every frames. Then, 

the optimal frame size is decided using the table to maximize the identification rate. 

 

2. PROPOSED CRFID TAG IDENTIFICATION METHOD 
 

2.1. DFSA Algorithm in CRFID Systems 
 

One of the key differences of the CRFID tag is that it senses and generates data to report. With 

this sensing and processing capability, CRFID tag requires extra energy and processing time for 

local computation. Furthermore, energy and processing time requirement among CRFID tags 

may vary with one another. Depending on the type of sensing job, some CRFID tags may need 

more energy than others. Received energy from the reader will also vary depend on the distance 

between the reader and the tag. Another difference of CRFID tag is continuous data transfer. 

While conventional RFID tags stop operating after the successful identification, CRFID tags 

continuously respond to the reader when they have data to transmit. 

 

For the conventional RFID, DFSA algorithm is used for tag identification. In DFSA, a reader 

assigns a frame size, the number of time slots in a frame. Then, tags randomly select their own 

time slots and transmit their IDs to the reader. In [11], it is shown that the optimal frame size is 

the same as the number of identifying tags. The number of identifying tags is estimated using the 

fraction of idle slots (zero estimation) [12]. Since the DFSA algorithm does not reflect the novel 

characteristics of the CRFID tag, it cannot simply adapt to CRFID systems. 

 

Fig. 2 shows the CRFID tag identification process using DFSA. We assume that the reader 

provides extra energy for sensing operation at the beginning of a frame. Tags 1, 2, and 5 require 

charging twice for sensing, while tags 3 and 4 need charging only once. The reader assigns 5 slots 

in frame 1 since the number of tags is 5. However, only tags 3 and 4 respond to the reader. Then, 

the reader assigns 3 slots to frame 2 by zero estimation. In frame 2, all the tags respond to the 

reader and contend to transmit data. Frame 2 cannot accommodate all the active tags since the 

number of active CRFID tags is larger than the frame size. Furthermore, because of the 

processing delay, tags actually contend in 2 slots which causes further degradation of 

performance. 

 

2.2. System Model 

Now, we describe the proposed table-based CRFID tag identification protocol. A CRFID network 

consists of a reader and multiple tags. Since the CRFID network is likely to be installed for a 

purpose, we assume that the reader knows the number of tags. The tags are equipped with small 

capacitors that can store relatively small amount of energy. At the beginning of every frame, the 

reader sends a packet intended for charging tags to support sensing operation. The number of 

required charging for sensing is randomly distributed in [1, maxe ]. The main idea of the proposed 

MAC protocol is to collect the energy and processing time requirements of tags during the tag 

identification. After that, the reader can schedule the optimal frame size to identify tags based on 

the table. Also, the time duration for sensing operation is provided based on the table. The 

proposed scheme can be divided into table recording phase and normal phase. 
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Figure 2.  CRFID tag identification using DFSA algorithm. 

 

2.3. Table Recording Phase 

When the reader starts to receive data, it operates as the table recording phase. In the table 

recording phase, the reader collects the energy requirement ( e ) and processing delay ( t ) of 

individual tag along with receiving data. Let ie  and it  be the energy and processing time 

requirements of tag i . Since energy and processing the information of tags is yet to be collected, 

the reader decides frame as the number of entire tags. The reader sends the querying message 

with a frame index. When the tag i  charges sufficient enough amount of energy for sensing, it 

performs sensing and records the frame index as its ie . Then, the tag transmits ie  and it  along 

with the generated data to the reader. The reader records the received ie  and it  information in the 

table. 

Fig. 3 shows an example of collecting process for energy and processing information in the table 

recording phase. In frame 1, tags 3 and 4 respond to the reader and consume the charged energy. 

Since other tags need more energy to perform sensing, they sleep in frame 1. The reader records 

3e , 3t , 4e , and 4t  of tags 3 and 4 in the table. In frame 2, all tags become active and respond to 

the reader. Since only tag 1 succeeds in frame 2, the reader obtains 1e  and 1t . Collided tags 2 and 

5 may send their e  and t  information in the subsequent frames. The table recording phase ends 

when all the information of e  and t  are completely collected. 
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Figure 3.  An example of the table recording process. 

2.4. Normal Phase 

Once the table is filled with all the information of e  and t , the reader moves to the normal phase. 

In the normal phase, the reader can decide which tags try to transmit in the current frame. If ie  of 

tag i  is a divisor of the current frame index, the tag will become active and transmit data. To 

maximize the identification rate, the reader should set the frame size to be the number of the 

active tags. By searching for the table, the reader evaluates the i -th frame size as  
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where }0{1  and tagN  refer to the indicator function and the number of tags. 

The reader can assign the time interval to mitigate the processing delay of tags. To ensure the 

processing delay of tags to be tolerable, the reader chooses the maximum t  among those of the 

active tags in the frame. Then, the processing interval for the i -th frame is decided as 
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Fig. 4 shows the 9th and 10th frame structures in the normal phase. In the normal phase, the 

processing interval of length iT  is assigned after the energy transfer from the reader. So, all tags 

can sense and produce data before the slot contention. We assume that the information for energy 

and processing time of all tags are collected before frame 9. In frame 9, the reader finds out that 

tags 3 and 4 will be active tags by the table with the frame index 9. Then, the frame size is 

determined as 29 =L . The processing time interval for frame 9 is 3.09 =T  since 3.043 == tt  

in the table. In frame 10, all tags will be active since 1 and 2 are divisors of the frame index 10. 
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The frame size 10L  is decided as 5. Then, the processing time interval of frame 10 becomes 

4.010 =T . 

 
Figure 4.  The 9

th
 and 10

th
 frames in the normal phase. 

3. PERFORMANCE EVALUATION 

 
In this section, we evaluate the performance of our proposed CRFID tag identification method. 

The identification rate at frames and the delay are evaluated for varying number of CRFID tags. 

Monte Carlo method with MATLAB as a simulation tool is used. For each iteration, tags 

uniformly distributed in a square area with a reader located in the center. Then, tags perform 

random contention to send data to the reader using FSA or the proposed protocol. Since DFSA is 

not feasible as shown in Fig. 2, we compare the proposed method with the Framed Slotted 

ALOHA (FSA). The frame size of FSA is fixed as a half of the number of existing tags 

considering energy requirement. Energy requirement of CRFID tags is determined by the 

distance from the reader. During the simulation, the identification rate in frames and the delay of 

each tag are recorded. The parameters used in the simulations are shown in Table I. 

 
Table 1.  Simulation parameters. 

Parameter Value 

Simulation area 5 m×5 m 

Number of tags 200~300 

Maximum energy requirement  3, 6 

Processing delay 0.4 ms 

Duration of time slot 1 ms 

Data size 96 bits 

 

Fig. 5 shows the identification rate as frames evolve. Since the number of active CRFID tags 

changes periodically, the identification rate fluctuates for a fixed frame size in FSA. In the 
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proposed scheme, the identification rate fluctuates at first, then it converges to the value higher 

than that of the legacy FSA. The identification rate is maximized since the optimal frame size is 

allocated using the table. As the maximum energy requirement increases, the number of active 

tags at frames becomes smaller. Then, the identification rate decreases since the fixed frame size 

becomes too large. Also, the convergence of the identification time in the proposed method for 

larger minimum energy requirement becomes longer since the table information is collected more 

slowly. The proposed scheme shows better performance than the legacy FSA after about 60 

frames. 

 

 
Figure 5.  Identification rate of CRFID systems as frame evolve. 

 

Figure 6.  Delay of CRFID tags for varying number of tags. 
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Fig. 6 shows the delay of CRFID tags for varying number of tags. The average delay of tags 

increases as the number of tags increases. Since the chance of transmission reduces as the number 

of tags increases, the delay of tags becomes larger. The proposed method shows lower delay than 

the conventional FSA. By maximizing the identification rate, the delay between transmissions is 

reduced in the proposed scheme. When the maximum energy requirement is 6, the delay is larger 

than that of the case with the energy requirement of 3. Since tags sleep longer when more 

collisions occur, the delay increases. In the proposed method, the delay increment is negligible 

compared to that of the legacy FSA. Since the optimal frame size is reduced the chance of 

collisions, delay increment caused by sleep interval is minimized. 

3. CONCLUSIONS 

In this paper, we have proposed a CRFID tag identification protocol considering the features of 

CRFID tags. Especially, we consider CRFID tags which need energy for sensing process. The 

proposed MAC protocol collects the energy and processing time requirements of tags. After the 

requirement of all tags is collected, the reader can schedule the optimal frame size. We also 

provide the time duration to support the processing delay of CRFID tags in every frame. We have 

shown that the proposed method can improve the identification rate and delay compared to the 

conventional FSA scheme. 
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