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ABSTRACT 

 

The classification of learning objects (LOs) enables users to search for, access, and reuse them 

as needed. It makes e-learning as effective and efficient as possible. In this article the multi-

label learning approach is represented for classifying and ranking multi-labelled LOs, whereas 

each LO might be associated with multiple labels as opposed to a single-label approach. A 

comprehensive overview of the common fundamental multi-label classification algorithms and 

metrics will be discussed. In this article, a new multi-labelled LOs dataset will be created and 

extracted from ARIADNE Learning Object Repository. We experimentally train four effective 

multi-label classifiers on the created LOs dataset and then, assess their performance based on 

the results of 16 evaluation metrics. The result of this article will answer the question of: what is 

the best multi-label classification algorithm for classifying multi-labelled LOs? 
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1. INTRODUCTION 
 

The advancement and increasing availability in Internet technologies have changed many 

activities in life. One of the important activities is Learning which is being supported by these 

various technologies. The form of online distance learning is gaining a strong attention by 

learners of all ages with different interests. Learners have found digital learning media to be 

extremely convenient while learning as it involve the various human senses and different 

cognitive activities. It is the combination of the web and learning. 

 

E-learning has emerged as a promising domain to facilitate and enhance learning through 

information technologies. Gerard (2006) [1] suggested that course units in computer-based 

instruction could be made smaller and combined in various ways for customization and use by 



108  Computer Science & Information Technology (CS & IT) 

 

learners. Learning objects (LOs) are an application of this type of course-units, and through the 

past years, they have gained the attention in the education area. Nowadays, LO is a concept used 

very often in different domains regarding learning management systems where it can be 

described as an essential, major unit that can be shared, reused and retrieved. 

 

LOs should be tagged with metadata description and stored in a digital library, called Learning 

Object Repository (LOR), for future reuse. . Within the huge number of LOs, the demand to 

identify and classify them has arisen and become a critical issue in e-learning in order to make it 

faster and easier to the learners. To achieve this classification, each LO must be tagged with 

metadata about it to be easily located and later retrieved from repositories. These metadata are 

descriptive information of the LO, such as its topic, type, and keywords, that allow easy search of 

LOs.  

 

LOs are mainly annotated with multiple labels, so we would like to be able to retrieve LOs based 

on any of the associated tags, not only one tag. Therefore, the single-label classification cannot 

model this multiplicity.  

 

The focus of this paper is on multi-label classification methods [2] [3] [4] for searching LOs 

based on their tagged metadata. It aims to offer a sorting system that allows recovering and 

classifying LOs and offering individualized help based on choosing the best and effective 

classification technique for them.  

 

A second contribution of this paper is creating a new multi-label dataset within a vast number of 

LOs and their associated metadata from one of the available repositories. The labels in this 

dataset are automatically generated as metadata and assigned to the LOs,. Metadata generation is 

a research field, which has been heavily worked on, in the recent years. This contribution will be 

explained in details in the next sections. 

        

This paper is structured as follows: section 2 explains the main concepts and characteristics that 

establish LOs as the critical base within the context of web-based learning.  Section 3 presents the 

background material on the multi-label learning, including the: classification techniques and 

evaluation measures. Also, in this section we will select the effective techniques to be used and 

compared in this experiment.  Section 4 provides the details of the dataset used in this paper In 

Section 5; we will show the experimental results of comparing the adopted four multi-label 

classification techniques. Finally, conclusions and future work are drawn in Section 6.  

 

2. CONTEXT OF LEARNING OBJECTS 

 
The concept of LO has received considerable attention, for the first time, and described in 1967 

by Gerard [5]. The term LO derived from the idea of Object Oriented Programming (OOP), in 

which, the parts of code are reused for multiple software applications. This concept suggests that, 

the ideal way to build a program is to assemble it from standardized, small, interchangeable 

chunks of code [6]. 

 

E-learning is defined as "learning facilitated and supported through the use of Information 

Technology (IT)". An E-learning experience is made up of the interaction of a number of learning 

components such as: courses, assessments, teaching materials, study materials, etc.  

LOs are a relatively new way of presenting these learning contents. The idea appears to have a 
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transformation from traditional, direct instruction courseware design approaches, to a more 

effective and economical strategies for management and reuse of learning resources in computer-

based networked environments. 

 

The functionality of LOs can be described as [7]: “Firstly breaking educational material down 

into modular ‘chunks’ (objects), where each object can then have its defining properties described 

(or tagged) using metadata constructs”.  

 

Examples of LOs include: multimedia content, instructional content, learning objectives, 

instructional software and software tools, and persons, organizations, or events referenced during 

technology supported learning [8]. 

 

Recently, many research efforts concentrated on defining LOs. Currently, it appears difficult to 

arrive at a single definition of a LO that would align communities with diverse perspectives. 

 

To aggregate up what a LO is, we summarize the general specifications of LO among all 

definitions: 

 

• LOs are a new way of thinking about learning content. Conventionally, content comes in a 

several small chunks. LOs are smaller units of learning, which indicates that LO is a small 

component of the lesson. 

 

• LOs are self-contained - each LO is independent, which means that each LO can be 

considered particularly without connection to other LO. 

 

• LOs are reusable - a single LO may be used in multiple contexts for multiple purposes. That 

means the LO is the basis for a new LO or expands existing ones. 

 

• LOs can be aggregated - they can be grouped into larger collections of content, including 

traditional course structures. 

 

• LOs are tagged with metadata - every LO should has descriptive information making it to be 

easily retrieved. Quite important feature allowing using and reusing LOs. 

 

LOs are annotated and tagged with many metadata descriptions. The most notable standards of 

metadata for LOs are: the Electrical and Electronic Engineers metadata (IEEE-LOM) [9]; Dublin 

Core Metadata (DCM) [10]; Instructional Management System (IMS) Global Learning 

Consortium [11]; Advanced Distributed Learning (ADL) [12]; and Canadian Core Initiative 

metadata (Can-Core) [13]. Since 2002, LOM has been the standard for describing the syntax and 

semantics of LOs. It’s usually encoded in XML. 

 

The purpose of LOM is to support the reusability, discoverability of LOs and to enable their 

interoperability. They include the element names, definitions, data types, vocabularies, and 

taxonomies. LOM focus on the minimum set of features needed to allow the LOs to be searched 

and managed.  

 

LOs are placed and stored inside LORs, in an attempt to facilitate their reusability so that they 

can be more easily stored and retrieved on the basis of a description of their content. LORs 
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support simple and advanced search through the LOs. In simple search, they return the results 

according to the input keywords given by the user. The advanced search allows the user to 

specify some specific metadata features to filter LOs in order to meet his specific needs. There 

are many existing, available LORs, for example, but not limited to; Multimedia Educational 

Resources for Learning and Online Teaching (MERLOT) [14]; European digital library 

(ARIADNE) [15]; National Science, mathematics, engineering, and technology education Digital 

Library (NSDL) [16]; Health Education Assets Library (HEAL) [17]; Education Network 

Australia (EDNA) [18]; … etc. 

 

In this paper a large dataset will be created, from the ARIADNE repository. It will be composed 

of a sufficient number of LOs and their related LOM metadata.  

 

3. MULTI-LABLE LEARNING 

 
In the machine learning domain, the traditional single-label classification methods has a large 

amount of research. These methods are concerned with learning a set of examples that are 

associated with a single label l from a known finite set of disjoint labels L. However, there is a 

significant and real problem within the classification, while an example belongs to more than one 

label. This problem is known as multi-label classification problem. [2,19]. In the multi-label 

classification, the examples are associated with a set of labels � ⊆ �.  

 

The multi-label learning has two major tasks: multi-label classification (MLC) and multi-label 

ranking (MLR). In the case of MLC, the idea is to build a predictive algorithm that will provide a 

list of relevant labels for a given unseen example. On the other hand, the idea in the task of MLR 

is to provide a ranking of the selected relevant labels for the given unseen example. 

 

Initially, MLC was mainly motivated by application in the domains of text categorization and 

medical diagnosis. However, nowadays, MLC has attached and is increasingly required by many 

new application domains, such as semantic annotation of images [20] and video [21]; protein 

function classification [22]; music categorization into emotions [23]; and Yeast gene functional 

classification [24]. 

 

There are different techniques that have been proposed to be applied to MLC problems, [25]. The 

next two subsections will describe the common and representative techniques of MLC and their 

evaluation metrics. 

 

3.1. Multi-label Classification Techniques   

 

MLC methods are divided in two categories as proposed in [2]: (1) Problem Transformation 

Methods; and (2) Algorithm Adaptation Methods.  

 

3.1.1. Problem Transformation Methods  

 
It transforms the MLC problem into one or more single-label classification problems. It is an 

algorithm independent method. Many methods belong tothis category, such as: 

 

� Binary methods 
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• Binary Relevance (BR): it is a well-known and the most popular problem transformation 

method [26]. BR is also known as One-Against-All (OAA). It transforms the multi-label 

problem into Q-binary problems, by considering the prediction of each label as independent 

binary classifier. Therefore, BR establishes Q-binary classifiers, one for each label � ∈ � 

(whereas: Q = |L|). It transforms original multi-labeled dataset into Q single-label datasets, 

where each single-label dataset contains all the instances of the original multi-labeled dataset, 

and trains a classifier on each of these datasets. The instances are labeled positively if they 

have the existing label, otherwise they are labeled negatively. For the classification of a new 

instance, it gives the set of labels that are positively predicted by the Q classifiers. Although 

it is conceptually simple and relatively fast, it is recognized that BR ignores the possible 

correlations among labels. 

 

� Pair-wise methods 
 

• Ranking via Pair-wise Comparison (RPC): the basic idea of this method is transforming 

multi-label datasets into q(q-1)/2 binary-label datasets, covering all pairs of labels. (Where q 

is the number of labels, q = |L|). Each dataset contains the instances of the original multi-

labeled dataset that are annotated by at least one of the corresponding labels, but not both. 

For classifying a new instance, all binary classifiers are invoked. Each classifier votes and 

predicts one of the two labels. After all classifiers are evaluated, the labels are ranked 

according to their sum of votes. Then, MLR is used to predict the relevant labels for the 

intended instance [27]. 

 

• Calibrated Label Ranking (CLR): it is the extended version of the RPC method [28]. It 

introduces one additional virtual label V (calibrated label), which is a split point between 

relevant and irrelevant labels. Thus, CLR solves the MLC problem with the RPC method. 

Each instance is considered positive if it belongs to the particular label, otherwise it is 

considered negative for the particular label and positive for the virtual one. The ranking is 

obtained by summing the votes of all labels; including V. CLR applies both for MLC and 

MLR tasks. 

 

� Label-combination methods 

 
    These methods remove the limitation of the previous methods by taking into account the 

correlation and dependencies among labels. 

 

• Label Power-set (LP): it is a simple and less-common problem transformation method 

[2,29]. The idea behind LP is considering each distinct label-set that exists in a multi-labeled 

dataset as one (single) label to transform the original dataset into a single-label dataset, so 

any single-label classifier can be applied to it. Given a new instance, the single-label 

classifier of LP gives the most probable class label, which is actually a set of labels. While 

the classifier can produce a probability distribution over all class labels, LP can provide the 

raking task among all. To apply the label ranking, for each label it calculates the sum of 

probability of class labels that contain it. So, LP can perform MLC and MLR tasks. 

Although, it takes into account the label correlations, it suffers from the increasing 

complexity that depends on the large number of distinct label-sets. The number of distinct 

label-sets is typically smaller, but it is still larger than the total number of labels q (q= |L|), 

and poses a critical complexity problem, especially for large values of instances and labels. 



112  Computer Science & Information Technology (CS & IT) 

 

 

• Pruned Set (PS) [30]: This method follows the same paradigm of LP. But it extends it to 

resolve its limitations through pruning away the label-sets that are occurring less time than a 

user-defined threshold. It removes the infrequent label-sets. Then, it replaces these label-sets 

by the existing disjoint label-sets that are occurring more times than the threshold. 

 

• Classifier Chains (CC) [31]: it involves Q-binary classifiers as in a BR method. It resolves 

the BR limitations, by taking into account the label correlation task. The classifiers are linked 

along a chain where each classifier deals with the BR problem associated with the label. Each 

link in the chain is expressed with the 0/1 label associations of all previous links. 

 

� Ensemble methods 

 
    The ensemble methods are developed on top of the common problem transformation and 

algorithm adaptation methods. 

 

    They construct a set of classifiers and then classify new data points by taking a weighted vote 

of their predictions. They are used for further augment predictive performance and high 

accuracy results. They aim to aggregate the predictions of several base estimators built with a 

given learning algorithm. 

 

• Random k-label sets (RAkEL) [32]: it constructs an ensemble of LP classifiers. It breaks 

the large label-sets into m models or subsets, which are associated with random and small-

sized k-label-sets. It takes label correlation into account and also avoids LP's problems within 

the large number of distinct label-sets. Given a new instance, it queries models and finds the 

average of their decisions per label. Also, it uses the threshold value t to obtain the final 

prediction. The final decision is positive for a specific label if the average decision is greater 

than the given threshold t. Thus, this method provides more accuracy of results. 

 

• Ensembles of Pruned Sets (EPS) [30]: it combines the PS method in an ensemble scheme. 

PS is specifically suited to an ensemble due to its fast build times. Also, it counters any over-

fitting effects of the pruning process and allows the creation of new label sets at classification 

time. Applying the ensembles on PS method increases the predictive performance of the 

algorithm. 

 

• Ensembles of Classifier Chains (ECC) [31]: it uses the CC method as a base classifier. It 

trains m models of CC classifiers C1,C2 ,…,Cm . Each Ck model is trained with a random 

chain ordering of labels L and a random subset of the datasets D. Each model is likely to be 

unique and able to predict different label-sets. After that, these predictions are summed by 

label so that each label receives a number of votes. A threshold value is applied to select the 

most relevant labels, which form the final predicted multi-label set. 

 

3.1.2. Problem Adaption Methods 

 

It extends and adapts the existing specific learning algorithm to directly handle the multi-label 

problem. It is an algorithm dependent method. Many methods belong to this category, such as: 

• Multi-Label k Nearest Neighbors (MLKNN) [25]:it is an extension of the popular k-

nearest neighbors (KNN) lazy learning algorithm using a Bayesian approach. It uses the 
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Maximum A Posteriori principle (MAP) to specify the relevant label-set for the new given 

instance, based on prior and posterior probabilities for the frequency of each label within the 

k nearest neighbors. It also has the capability to produce the ranking of the labels.  

 

• Multi-Label Decision-Tree (ML-DT) [33]: it is an adaptation of the well-known C4.5 

algorithm to handle multi-label data. The process is accomplished by allowing multiple labels 

in the leaves of the tree; the formula for calculating the entropy is modified for solving multi-

label problems. The modified entropy sums all the entropies for each individual label. The 

key property of ML-DT is its computational efficiency:  

 

Entropy (D) = ∑ −	
 ���

�
���  	
 – �1 −  	
� ���
 (1 −  	
) 

 

Where D is the set of instances in the dataset and 	
 is the fraction of instances in D that 

belongs to the label j.  

 

• Back-Propagation Multi-Label Learning (BPMLL):it is a neural network algorithm for 

multi-label learning. It’s derived from the popular basic Back-propagation algorithm. The 

main modification to the algorithm is the introduction of a new error function that takes 

multiple labels into account [34]. 

 

• Multi-label Boosting (ADABOOST.MH & ADABOOST.MR) [35]:  these are the two 

extensions of AdaBoost algorithm to handle multi-label data. While AdaBoost.MH is 

designed to minimize Hamming-loss, AdaBoost.MR is designed to minimize the Ranking-

loss and find a hypothesis that ranks the relevant labels at the top.  

 

• Ranking Support Vector Machine (Rank-SVM) [24]: it is a ranking approach for multi-

label learning that is based on SVM. It is used to minimize the Ranking-loss. The main 

function they use is the average fraction of incorrectly ordered pairs of labels.  

 

• Multi-label Naïve Bayesian (ML-NB) [36]: it extends the Naïve Bayesian algorithm to 

adapt it with the multi-label data. It deals with the probabilistic generation among the labels. 

It uses MAP to specify the more probable labels and assign them to the new given instance. 

 
3.1.3. The Adopted Classification Techniques 

 
We intend to select the most effective and reliable techniques for our experiment. So, looked at 

the related works that provide a comparison between these algorithms: 

 

1. The authors in [23] compare MLC algorithms: binary relevance (BR), label power-set (LP), 

random k-label sets (RAKEL) and MLKNN. The RAKEL algorithm is more efficient and 

gives the best results.  

 

2. The authors in [37] evaluate MLC algorithms RAKEL and MLKNN. Also, RAKEL records 

the best and effective results. 

 

3. The authors in [38] show that MLKNN provides the best results in almost all analyzed cases. 
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4. The authors in [39] indicate that, the ECC is the best performance in all measures followed 

by RAKEL and EPS. The authors observe that, all ensemble methods provide the best results 

for almost all evaluation metrics. 

 

5. The authors in [40] introduce a survey on the MLC algorithms and states that MLKNN gives 

better results than other algorithms. 

 

6. The authors in [29 give a detailed description and survey about the MLC algorithms. Then, 

compare between them by using two different datasets. RAKEL achieves the best results 

followed by MLKNN. The authors mention that the ensemble methods are the closest 

algorithms of the best results. 

 

7. The authors in [41] show that the MLKNN performs the best compared to the other 

algorithms followed by RAKEL algorithm. 

 
From above, we can observe that: 

 

- The algorithm transformation methods: the ensemble methods address the best and most 

accurate results. 

 

- The algorithm adaptation methods: the MLKNN usually gives higher and best results compared 

to the other algorithms in the same category. 

 

Therefore, we adopted in our experiment the following MLC techniques: 

 

The Ensemble Methods, from the algorithm transformation category including: 

 

1- Ensemble of Classifier Chains (ECC) 

2- Random k-label sets (RAkEL) 

3- Ensemble of Pruned Sets (EPS), and 

4- Multi-Label k-Nearest Neighbors (MLKNN) from Algorithm Adaptation category. 

 
3.2. Evaluation Metrics  

The evaluation of multi-label algorithms requires different measures than those used in single-

label classification. Several measures have been proposed for evaluating multi-label classifiers 

[2,26]. These measures are categorized in three groups: example-based; label-based; and ranking-

based metrics. Example-based-measures, evaluate bipartitions over all instances of the evaluation 

dataset. Label-based measures breakdown the evaluation process into separate evaluations for 

each label. Furthermore, the ranking-based measures evaluate the ranking of labels with respect 

to the original multi-labelled dataset. Below, these three types will be described. 

 

However, we need to define some aspects before defining those measures: 

 

o The instances of multi-label dataset (�� , ��), i = 1…. m, where �� ⊆ � is the set of true labels 

and  L = (�
 : � = 1 …  �) is the set of all labels. 

 

o Given a new instance �� , the set of labels that are predicted by an MLC algorithm is denoted 

as ��. 
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o  �(�) is denoted as the LR method for the label l. 

 

3.2.1. Example-Based Measures   

 

• Hamming Loss: it evaluates how many times the label of the instance is misclassified, i.e., 

label which doesn’t belong to the instance is predicted or a label belonging to the instance is 

not predicted. The smaller the value of HL the better the performance: 

 

HL = 
�
!

∑  |#$ ∆ &$ |
|'|

!
���  

 

Where ∆ stands for the symmetric difference of two sets, which is the set-theoretic equivalent 

of the exclusive disjunction (XOR operation) in Boolean logic. 

 

• Subset Accuracy: it evaluates the percentage of correctly predicted labels among all 

predicted and true labels: 

 

Subset Accuracy  = 
�
!

∑ ( (�� =  ��
!
��� ) 

 

Where I( true) = 1 and I( false) =  0. It is very strict measure where it requires the predicted set 

of labels to be an exact match of the true set of labels, and ignores predictions that may be 

almost correct or totally wrong. 

 

The following measurements are: 

 

• Precision = 
�
!

∑ |#$ ∩&$ |
|&$|

!
���            

  

• Recall = 
�
!

∑ |#$ ∩&$ |
|#$|

!
���  

 

• F1-Measure= 
�
!

∑ 
 |#$ ∩&$ |
|&$|*|#$|

!
���       

 

• Accuracy = 
�
!

∑  |#$ ∩ &$|
|&$ ∪ #$|

!
���  

 

3.2.2. Label-Based Measures   

These measures are calculated for all labels by using two averaging operations, called macro-

averaging and micro-averaging [42]. These operations are usually considered for averaging 

precision, recall and F-measure. We consider a binary evaluation measures B(tp, tn, fp, fn)  which 

is calculated according to the number of true positives (tp), true negatives (tn), false positives (fp) 

and false negatives (fn). The macro and micro-averaged versions of B, can be calculated as 

follows: 

 

Bmacro  = 
�
�

 ∑ , (-	.
�
.�� , /	.  , -0.  , /0.) 
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Bmicro  = 
�
�

 ∑ , (∑ -	.
�
.�� , ∑ /	.

�
.�� , ∑ -0.

�
.�� , ∑ /0. ) �

.��
�
.��  

3.2.3. Ranking-Based Measures   

 

• One Error: it calculates how many times the top-ranked label is not in the set of relevant 

labels of the instance. The smaller the value of 1-error the better the performance: 

 

1-Error = 
�
!

 ∑  δ(argmin .7'  �
!
��� (�)) 

 

Where: 

8(�) =  1 9/ � ∉ � , 0 �-ℎ= >9?= 
 

• Coverage: it evaluates how far we need, to go down the ranked list of labels to cover all the 

relevant labels of the instance. The smaller the value of coverage the better the performance: 

  

Coverage = 
�
!

 ∑  max .7#$  �
!
��� (�) − 1 

 

• Ranking Loss: it evaluates the number of times that irrelevant labels are ranked above 

relevant labels. The smaller the value of RL the better the performance: 

 

RL = 
�

! 
 ∑ �

|#$||#A$|
!
���  |B(�C, �D):  �(�C) >   �(�D), (�C , �D) F ����A� G| 

  

where  �A� is the complementary set of  �� with the respect to L. 

 

• Average Precision: calculates the average fraction of labels ranked above a particular label 

� F �� that actually are in ��. The bigger the value of AP the better the performance: 

 

AvgPrec = 
�

! 
 ∑ �

|#$|
!
���  ∑  H

 B.′7 #$∶ J$�.′�K J$(.)L|

J$(.). 7 #$
  

 

4. EXPERIMENTAL WORK 

 
The LO dataset was created from the ARIADNE repository [15]. It was obtained by using a Web 

scrapping technique, which is a technique of extracting information from websites. In this 

experiment, we used the scrapping extension tool attached to Google Chrome browser, called 

Web Scraper [43]. The dataset should contain a sufficient number of LOs and their related LOM 

annotations. ARIADNE repository shows the content-related metadata for each browsed LO such 

as title, description, keywords and rights. 

 

The LO dataset, we have created, contains 658 LO instances, annotated with one or more of 30 

labels. These labels correspond to the searched input keywords applied by the learner and to the 

automatic generation of labels for each LO instance. All labels are related to the computer science 

domain, such as; computer networks; computer programming; computer graphics; computer 

security; electronic engineering…. etc. The LOs are described within 3500 features extracted 

from their LOM annotations In the next subsections, we will explain the approach we followed to 

automatically assign multiple labels to each LO instance as well as the process of minimizing the 

size of the metadata features to improve the quality of the classification technique and save the 
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time. Finally we propose the main statistics of the created multi-labeled dataset. 

 

4.1. Automatic Generation of Metadata (Labels)  

Metadata generation is a research field, which has been heavily worked on, in the recent years. 

Metadata generation method strongly depends on the target metadata types. The focus of this 

paper is the automatic generation of label metadata and assigning them to the scrapped LO 

instances. Particularly, this generation is done by keywords metadata. LOs have different 

keywords. Some of the keywords are different from each other, but their meanings are almost 

same. Hence, for classification purposes, keywords are categorized, and those categories are used 

as labels. Label categorization and related keywords are defined and stored in XML file. Then, 

the parsing function in the java programming language, parses this XML file, and when the LO 

instance contains any of the listed keywords, the label category of the intended keyword will be 

assigned to that instance as its additional label. By applying this automatic generation approach, 

the multiple labels are automatically assigned to each LO [44]. 

 

4.2. Dimensionality Reduction (DR)  

In machine learning domain, dimensionality reduction (DR) is the process of minimizing and 

reducing the number of features in the dataset. The motivation for DR is summarized as follows: 

the reduction of the number of features provides an effective and high accuracy outcomes; the 

training and classification times are reduced due to the minimization of features’ numbers; and 

removing noisy and irrelevant features which can have an influence on classification and a 

negative impact on accuracy results.  

 

Dimensionality reduction can be divided into two categories: feature selection and feature 

extraction [45]. Feature selection is the process of selecting the relevant and high-valued features 

for the use in dataset classification [23]. Feature extraction is the process that constructs and 

builds new-derived features out of the original ones; they are intended to be informative and non-

redundant. 

 

In this experiment the feature selection approach was used to reduce the features’ number. We 

applied the Gain-Ratio attribute evaluator, from WEKA [46], to select the top valuable features. 

In the MLC problems, the DR can be executed by invoking one of the multi-label algorithms, as 

mentioned in (MULAN), a Java Library for Multi-Label Learning, [47]. We performed the 

attribute evaluation using the LP transformation algorithm. 

 

By applying the DR process, the features’ number of the dataset has been reduced from 6166 to 

3500 features. 

 

4.3. Dataset Statistics  

 
The multi-labelled dataset has many statistics, which explains the number of labels in the dataset 

that can influence the performance of the different multi-label methods.  These statistics are [26]: 

 

• Label cardinality: it is the average number of labels of the instances in dataset: 

Label-Cardinality = 
�
!

 ∑ | ��|!
���  

 

• Label density: it is the average number of labels of the instances in dataset divided by L (L= 
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total number of all labels): 

Label-Density = 
�
!

 ∑  |#$|
'

!
���  

 

• Distinct Label-sets: it provides the number of unique label-sets in the dataset. 

 

• The number of dataset’s instances and features, along with features’ type: whether they are 

numeric or nominal. 

 

Table 1. Dataset statistics 

 

 
 

 
 

Figure 1. The number of instances per label 

 

5. RESULTS AND DISCUSSION 
 

We have applied the adopted classification techniques from MULAN, for obtaining the predicted 

results of the dataset. For the experiments, we followed the following three steps of the directive 

that is available in open-source MULAN system: 

 

1. We loaded the multi-label dataset for training. The dataset is composed of two text files 

required by MULAN for the specification of a multi-label dataset: an XML file specifying 

the names of the labels (Ariadne.xml), and an ARFF file specifying the actual data 

(Ariadne.arff). 
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2. We created an instance of each learning algorithm that we want to train: ECC, RAKEL, EPS 

and MLKNN, in order to build a model and obtain predictions. 

 

We trained each classifier using the multi-labeled LO dataset that we loaded from ARIADNE 

repository. For the empirical evaluation of all adopted algorithms, we used the cross-Validate 

method of the Evaluator class of MULAN library. Each classifier applied the 4-fold cross 

validation folds for evaluations to divide the dataset into: training-set and test-set. 

 

The transformation-based algorithms transform MLC problem into one or more single-label 

problems. So, they accept the single-label classifier (base classifier) as a parameter. In this 

experiment: the J48 single-label classifier is used as a base classifier for all problem 

transformation algorithms. J48-classifier is the decision-tree classifier in WEKA Software [48]. 

 

Each of the adopted MLC algorithms has it’s own parameters, needed to be stated prior to 

training them. 

 

• ECC has three parameters: 

1. The number of models: varied from 30-150 models. 

2. Boolean parameter of using confidence while choosing the subset for dataset: false. 

3. Boolean parameter of using sampling-with-replacement: which means, the instances of 

the dataset could be selected more than one time at each model: in this paper; it was 

stated false, each instance could be selected only one time among all models. 

 

• RAKEL has three parameters: 

1. The number of models: varied from 50-200 models. 

2. The k-subset size: 3 

3. Threshold value: 0.5 

RAKEL is meta-algorithm, and it can accept any multi-label algorithm as a parameter. It is 

typically used in conjunction with the LP algorithm. In turn LP is a transformation-based 

algorithm and it accepts a single-label classifier as a parameter. The J48-classifier, which is the 

decision-tree algorithm from WEKA, will be used for this purpose. 

 

• EPS has 6 parameters: 

1. The percentage of dataset sample at each model: 60% 

2. The number of model: varied from 30-200 models 

3. The threshold value: 0.5 

4. The pruned sets parameter p: 3 

5. The pruned set strategy: Using both strategies: strategy A; and strategy B 

6. The pruned sets parameter b: 3 

 

• MLKNN has 2 parameters: 

1. The number of neighbors: varied from 5 to 30 neighbors. 

2. The smooth factor: (always = 1). 

 
5.1. Discussion  

 
The comparison between the four learning algorithms will be evaluated from two points of view: 

 



120  Computer Science & Information Technology (CS & IT) 

 

1. The Classification point of view: Table 2 shows the predictive performance results of the 

four competing MLC algorithms using the evaluation metrics, mentioned above. We noticed 

that ECC dominates the other algorithms in almost all measures, followed by RAKEL, 

MLKNN and finally EPS. ECC improves the predictive accuracy and can be used to further 

augment predictive performance. 

 

2. The Time-Complexity point of view: In relation to the time issue, we observed that ECC is 

the most time-consuming algorithm, followed by RAKEL algorithm, EPS, and finally 

MLKNN, which is the fastest algorithm. Table 3 shows the classification time in seconds that 

was consumed during the process. 

 

From the previous comparison, we could say that ECC performs the best and predicts the highest 

performance. According to the time issue, we have to use special devices, which has a quite 

enough memory space and a fast processor speed, to do the classification process. In this 

experiment, we have used our own Laptops to execute the results. Our Laptops have low features 

compared to more professional devices. 
 

Table 2.  Performance results 

 
 

Table 3. Classification time 
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6. CONCLUSIONS AND FUTURE WORK 

 
The services of locating and searching educational contents, specifically LOs, present the core of 

the development of educational systems. This search area has been active in the recent years. In 

this paper, we have built an efficient MLC system for classifying the LOs. We have used four 

effective MLC techniques and compared between them, to notice which classification algorithm 

is the best for classifying the multi-labelled LOs. The classification was performed on the 

collection of 658 LO instances and 30 class labels. Therefore this system offers a methodology 

that illustrates the application of multi-label learning of LOs for classification and ranking tasks. 

We have concluded that, the ECC algorithm was very effective and it was proposed as the best 

classification algorithm for multi-labelled LOs, followed by RAKEL, MLKNN and finally EPS. 

From the performance results, it’s obvious that the ensemble methods provide the best results for 

almost all evaluation metrics. 

 

As future work, we intend to: Increase the dataset size, consisting of a very large number of LOs 

and labels; use the hierarchical MLC approach, which has a great potential in this domain; 

employ other metadata features to obtain the best classification for LOs; and study the multi-class 

and multi-instance approaches. They are new studied areas associated with the multi-label 

learning domain 
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