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ABSTRACT

This paper is concerned with the mathematical aspects of the development of the job- and
learningplatform OPENSKIMR. The platform should enable users to be matched with jobs
based on their individual skill profile and the job skill requirements. Further, once users have
chosen jobs they like, possible learnings in order to better fit the job’s requirements are
recommended. We give a short introduction to the data model we use and show the
mathematical framework we act within. Further, we present our Route Planner Algorithm and
discuss its functionality.
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1. INTRODUCTION

OPENSKIMR (Open European Skill Match Maker) is a project funded by the European Union.
The goal is to develop a matching system between users, jobs and education. In doing so, the
platform should help stabilize the European labor market (especially for young people), foster
lifelong learning and vocational education and enhance geographic mobility within Europe. The
philosophy standing behind OPENSKIMR is the picture of a route. Users should be able to find
new ways, new goals as well as get information on how to reach them.

The platform should perform the following tasks:

o Submitting skills or dream job: OPENSKIMR offers two different ways to submit
personal information that builds the basis for the subsequent matching. The user can
either sketch a personal skill profile or submit a dream job.

®  Matching the users according to their skill profile with occupations and jobs: Skill
mismatch is a complex problem which does affect not only those who are looking for a
job but most of the workforce. The phenomenon of skill mismatch involves underskilling
as well as overskilling. Both can undermine the long-term potential of the workforce [1].

o Suggesting an education route: The user receives recommendations for learnings which it
might be interested in in order to better fit a job’s requirements
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2. DATA MODEL

The functionality of OPENSKIMR is based on ESCO (European Skills, Competences and
Occupations) catalogue. The outcome is a standardized data set with a common understanding of
occupations and their related skills and knowledge, as well as the relationships between these
concepts. It is part of the Europe 2020 strategy [2].

2.1. NOTATION

LetS={s)..... 5, } denote the set of skills and tools and 7 = {1.2.... .n} the set of skills and tools
indices. From a semantic point of view, it is necessary to distinguish between skills and tools.
Skills such as programming or data mining refer to the ability to apply knowledge and use know-
how in a certain area, while so-called skill applications or tools denote, for example, concrete
programming languages such as C++ or Java. Therefore, the set § is given as § = Sskins U Siools
with Rskins + Mwots = 1 and I = Isgins U liools.

By the italic letter O we denote the set of occupations with cardinality No. The ESCO catalogue
delivers information about occupations and their related skills. In particular, it is stated which
skills are required by the occupations. Therefore, we can identify each occupation 0 £ O with its
binary vector representation o, where o; = 1 denotes that the skill or tool s; is required and 0; =0
denotes that the skill s; is not necessary for the occupation 0. Note that we define all occupations
only by skills and not by tools, i.e. 0; € {0, 1} for i € Lyins and 0; = 0 for i € Ligas.

The italic letters U and 7/ denote the set of users and jobs on the platform. Again, we denote
by Ny and Ny the cardinality of the respective sets. Note that, while the sets U and 1/ are sets
whose cardinality and elements vary in time when users and jobs are added to or deleted from
the platform or user profiles change due to qualification acquirements. the cardinality and the
elements of the set O are constant over time.

Finally, let u € U denote a user and let u denote its respective vector representation where each
entry u; of the vector corresponds to the level of knowledge of the user u with respect to the
skill or tool 5. Analogously, a job is denoted by v € 9 with vector representation v where each
entry v; corresponds to the level of knowledge with respect to the skill or tool s; required for the
job. A user u builds up its profile by rating a skill or a tool s; with a score from 1 (low) to 5
(expert). If a user does not deliver any information about its knowledge with respect to the skill
s5; than we set u; =0. By R = {0,1,2,3,4,5} we denote the set of possible skill or tool ratings
for jobs and users. The choice of the set R relies both on usability reasons as well as on the
outlook of a possbile implementation of recommender systems where we might benefit from the
exhaustive research that has been conducted in the last years on the basis of the Netflix data set
[3]. Recommender systems might be applied to recommend users skills they might be interested
to rate.

For a user u € U we denote by I, < I the set of skills and tools indices it has rated. For a job
v € ¥/ and an occupation o € O the sets [,,,I, C I are analogously defined and determine the job’s
and occupation’s skills requirements, respectively.
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As the total number of skills and tools is expected to be quite high (n > 12000) we can consider
users as well as jobs and occupations to be represented by sparse vectors in a n-dimensional space
withu,v € R" and o € {0, 1}".

3. SKILLS AND TOOLS ASSESSMENT

Since we base the matching of users and job profiles on the skills and tools required, the first
problem we are faced with is to offer the user an accessible way to build its profile by rating some
skills and tools.

On the one hand, a user may have a quite clear idea of the area it wants to work in and therefore
might rate skills which are related to certain occupations. On the other hand, a user may not have
a specific choice on the area but would rather like to get an overview of jobs it would fit to. In
this case the user might be interested in rating its skills by choosing them from some skills
clusters. When a user rates its skills by browsing occupations, it finds tools when they are related
to skills. For example, when a user states that it has knowledges about programming, the user has
the possibility to rate the programmning languages C++ or Java. Recruiters are treated the same
as users when they create a job advertisement.

3.2. CLUSTERING OF SKILLS AND OCCUPATIONS

We build the occupations clusters as well as the skills clusters from which users may choose and
rate their skills using an agglomerative hierarchical clustering algorithm.

An Agglomerative hierarchical clustering algorithm requires an initial dataset 0 = {x,.....Xy, }.
where each data point x; is considered to be a single cluster. Then, the algorithm repeats merging
the two closest clusters according to some similarity measure between clusters. The procedure is
repeated until all data points are contained in one single cluster. The output of the algorithm is a
sequence of nek;ted partitions of the dataset.

Let O denote the binary Np x n matrix whose rows o,,.. ., 0y, correspond to the binary occupa-
tions vectors. Analogously, the rows of the transposed matrix O' contain the binary skills vectors

whose entries define by which occupations the skills are required.

Let C; and C; denote two non-empty, non-overlapping clusters of data points which might repre-
sent two clusters of occupations or skills. We merge occupations clusters as well as skill clusters
according to the complete link method, i.e. the distance measure D(-,-) between the clusters C;
and C; is given by

D(C.C;)= max d(x.y) (1)

xel, yeC©;

where d(-.-) is given by the cosine distance measure

o (x.¥)
dix.y)=1- (2)
%) = i
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Note that, though d(-,-) is not a proper distance measure since it does not fulfill the triangle
inequality property, the similarity measure given by c(x.¥) = 1 —d(x,y) is a commonly used
measure to compute the similarity between points, especially when the data one handles can
be represented as binary data, e.g. text documents [4]. Furthermore, the computation of the
similarity measure between all the occupations vectors and the skills vectors is extremely efficient
as it reduces to the multiplication Oporm O and O Onorm, where O is sparse.

Since we are going to use the cosine similarity later within the paper, we denote the cosine sim-
ilarity measure by c(x,¥) = | —d(x,¥). We apply the clustering algorithm to the set of oc-
cupations with initial set Dyccypations = {01,...,05,} € {0,1}" and to the set of skills Dyys =
{ol.....,0]  }{0,1}"o. Be aware that tools are not related to occupations and therefore are not
clustered. With the help of the constructed set of clusters we can decide how we group the data
and approximately how large the clusters shall be in order to guarantee best usability. We use the
output of the clustering algorithm as an initial suggestion to group occupations and skills. Still,
the correctness of the clustering from a semantic point of view is checked by hand and the clusters

are given an appropriate name.

4. FUNCTIONALITY OF OPENSKIMR

Within the mathematical framework just presented, the process of matching a user i and a job
v corresponds to the calculation of a similarity measure between their vectors u and v which
expresses how the user’s skills profile satisfies the job’s requirements.

4.1 MATCHING FUNCTION

In order to measure how good the user u fits the job v, we are looking for a function ry : R" — [0, 1]
for each job v € 7/ which is dependent on the job’s requirements given by the vector v. Thereby,
rv(u) = 0 should denote a complete mismatch of the user u with respect to the job v and rv(u) =1
should indicate that the user i would be the perfect candidate.

As often used for job advertisements, a job v might require some skills and tools to be essential
in order to successfully perform the job related tasks and others to be optional. Therefore, let us
assume that for every job v € 9/ we are given information about a skill or a tool to be essential
or optional and let the sets hessentiat C [ and fy.optionat C I denote the indices of the essential and
the optional skills and tools, respectively. When a job profile is created and a skill or a tool is
declared to be only optional for the job v, recruiters are not able to rate the skill s;, i.e. v; € {0,1}
for i € I, gptionar Which means that the type of information is binary as for occupations.

Let s : R* — [0,1] be a function with s(x,y) = | whenever x = y and s(x.y) < | otherwise. Then,
for a fix index set @ # J C I we define the function ¢, ;: R" x R" — [0, 1]

LEsign[xi-] s(x;, %) (3)

qs5(x.¥) = 7]
ict
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Finally, for a given job v with vector representation v and related information about which skills
and tools are essential and which are optional, we define the matching function ry by

.!! HI i
Fyagaa (U) =M (qs.;,mw (urv}) 12 (0 Froptiona| )
|11'. optional |

with parameters Aj,A; = 0 with &, +A; = 1. Here, we assumed that , spiiona # @- Otherwise,
the second term is set to zero and A, = 1. We measure the matching with respect to the essential
and optional requirements separately and use the parameters A; and A> to weight them differently.
Typically, a parameter setting with A; > A, will be chosen in order to give the matching score
regarding the essential skills and tools higher importance.

4.2. MATCHING USERS WITH JOBS AND OCCUPATIONS

Once a user u has completed the skills rating process, it can search for jobs or occupations it would
fit to. Since an occupation vector o is a binary vector, we define the vector © as a representative
average of the jobs related to the occupation o € 0. As we do not define an occupation by concrete
tools as they are rather jobs related than occupation related, we restrict the calculation of the mean
to the indices which refer to the skills. For an index set J C I we define the restriction of a vector
X £ R" to the entries with indices in the set J by

K;=(Ij|,...,IjEJ)TERH" (3)

where n; = |J| denotes the cardinality of the index set J. Then, we calculate the restriction of the
vector o to the entries indexed by the elements of I, by

(6)

1
ﬁ o = ‘.— o
f [m:{c-n %;. f

where | - | denotes the function which rounds each entry of the vector to its nearest integer. The
set A(0) denotes the set of job vectors whose binary vector representations are most similar to o
according to the cosine similarity measure ¢(-,-), L.e

N(o)={v|o= argmax c(d;,.Sign(v))}. (7)

e 'Dnc\m?adim.s

where, in this context, the function Sign shall denote the componentwise application of the signum
function. For all i & I,, it holds @; = 0. Let O denote the set of the average of the jobs whose vector
representations are calculated as in@ Then, for each & € O we can match users with occupations
by calculating rz(u). Note that in the calculation no distinction is made between the set [; pgeeniia
and [ optional Since occupations do not distinguish between essential and optional skills. Therefore,
the matching of a user u with an occupation described by © reduces to calculating

75 (U) = 54, (0,). (8]
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We can calculate ra(u) for all occupations @ O and recommend the user u the K, best occupa-
tions where the matching scores are the highest. This recommendation only serves as an initial
suggestion in order to show users which occupations they fit to. Then, the user is able to select one
of the shown occupations. For the chosen occupation we compute the matching scores 7y 3, 3., (u)
for all jobs v € A(0) and show the user u the K, jobs with the highest matching score.

4.3. ROUTE PLANNER ALGORITHM

Once a user u has chosen a concrete job v it is able to see its matching score ry(u). As a next step.
we would like to recommend the user content and learnings which increase its level of knowledge
regarding several skills and tools required by the job.

4.3.1. DEFINITION OF A LEARNING

Formally speaking, a learning or a training transforms a user u into a user i with different skills
profile. Due to the type of learning or training the user 1 attends, different type of knowledge is
gained. This is expressed by the fact that the user’s vector representation u turns into i where the
entries which indeed change their value are the ones who denote the skills indices of the skills
which the learning or training is focused on.

Note that, due to the requirements we set for a matching function r, for a job v € 4/, there is no
guarantee that a learning actually increases the matching score of a user u with respect to the job
v. Consider the case, for example, that a job v denotes a junior software developer job role which
only requires moderate qualifications for certain skills. If a learning or a training turns the user
into an expert with respect to those skills it will be overqualified and get a lower contribute for the
rating regarding those skills or tools. We assume that in general a learning might cover several
topics and therefore might increase your knowledge in more than one single skill or tool.

We denote a learning or a training by the capital letter L and the set of learnings and trainings by
£.

Let @ £ 5 C S be a subset of skills or tools with indices in an index setJp and Ry :=R; | x Rp» C
R? be a subset of rating pairs with

\'?IFEIL 'T-"{r][r]rg[ij} ERLP']{I:]{J'Q(FJ (g)

The set 5. 1s the set of skills which are related to the learning L and the set R;. can be seen as a
set of rating pairs where the first rating denotes the minimal knowledge a user should have with
respect to a certain skill in order to be able to participate in the course and the second entry denotes
the level of knowledge a user reaches when it succesfully completes the learning. Given the two
sets I; and R; we define a learning L by the set

L=ILKRL. {]ﬂ)
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Therefore, the learning L can intuitevely be seen as a set of triples (i,r,(i).r,(i)) where i is the
index of the skill or tool in which a user increases its knowledge from level r| (i) to level ra(i) by
attending the learning.

Further, for each learning L we define a learning function
I. : R" —R",

- u, Jiel; 1w < (i), (11)
u— =
fr(u), else

.::,rg ]

where t; (u) = (t;[d]}(u]),‘ -ootp ("n]) and
() () = {rﬁ(‘j’ i€, i <ry(i) for (i) € Ry, (12)
Iti. else .

The function /;. acts on the vector representation u of the user and maps it to a vector ii. [ts entries
which correspond to the skills and tools which are related to the learning L are updated if the user
is qualified to attend the learning. Entries which correspond to skills and tools not related to the
learning L are left unchanged.

4.3.2. CONSTRUCTION OF A LEARNING ROUTE

The function /; describes how the vector representation of a user profile is updated when a learning
or a training L is successfully completed by the user. Of course, a user might be interested in
attending more than one learning in order to increase its matching score with respect to a job v.

Therefore, we define a learning route as a finite sequence of learnings (Lg)‘; , with L; € £ and
LY as the set of all sequences of learnings of length N. Let N denote the number of learnings
and trainings. The best updated profile a user u with respect to a job v is given by

Uy = argmax argmax rv([ILLo...oJL,..}(u])_ (13)
J'VIE{l....J'\'IL}(Lq::r;' IEL!.' L

Of course, the calculation of uy, as just defined, is a computationally too expensive is not appli-

cable. We now discuss our approach in order to still be able to recommend a the user a proper
learning route.

We formulate the problem of finding an optimal learning route for a user  with respect to a job
v by finding the shortest path of a graph G = (V, E) with initial node u and destination node i for
some node it with ry (1) as close as possible to one.

We start with a graph G = (V,E) with V = {u} and E = @ where u represents the initial user.
Let /; be a learning function for a given learning L C L and let 1; denote the user after it has
successfully attended the learning L, i.e. uz. = /. (u). Then, if v (/.(u)) = (14 B)ry(u) for a given
matching function ry and B = 0. we add the edge e, = (1,1 to the set of edges E and we add
the node 1, to the set V. This step can now be repated by applying further learnings to the user
profile u. After having added additional nodes and edges to the respective sets E and V we repeat
the procedure by applying learnings to the nodes which represent already updated user profiles.
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Algorithm (2) describes the construction of the graph. Note that we might weight an edge (1. 1)
using any numerical attributes related to the learning L where there exists a order relation such as

Algorithm 1 Route Planner Algorithm

Require: w, v.ry 3 3,. L. lp. doax, 00,002, B
m=10 .
Viep = &
Vl:m] =3
yim+l) — {u},
E=8,
Pre-process the leamings with oy, oz = 0
Lo, ={LeL|c((x,Hy(v—u)) = oy }
Loy ={LeL]|1—py (V) >0}
Loy + Loy M Ly,
while VIV L &5 A < dpee do
V[m] T 1_.rl:JJ'I' +1)
Viemporary + V1)
for ii € V™M Vi, do
for L€ Ly o do
ty « lp(0)
if?’y_;ll__h[ﬂj_] =1 +ﬁ]r’»,__;|ll_;|l.;l.r_i]} then
vimtl) ¢y £ )
Viemporary +— Viemporary | {3z, }
E +— EU{(u,ig)}
end if
end for
Vieen + Vieeen U {ai }
end for
V) o iy
m—m+ 1
end while
Vv yim
G « (V,E)
uy 4 ¢ Argmax ry (o)

RV
Apply Dijkstra Algorithm with initial node » and destination node u; ,
Ensure: G = (V,E). shortest path and ry(uy ;)

price of the learning or the duration of the learning. Then, applying Dijkstra’s algorithm [5] we

find the shortest path from the initial node u to the node which has the best matching score with
respect to the job v.

Also note that we need to pre-process the learnings we take into consideration for the calculation
as an initial step. This step is crucial in order to save computational time.
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Let the vector x; € {0,1}" be the binary learning vector with x; ; = 1 if i € [; and x; ; = 0 oth-
erwise. Then, let Hy(v —u) denote the binary vector whose i-th component is equal to one if
the user has a knowledge gap with respect to the i-th skill, where Hy denotes the componentwise
application of the Heaviside function with Hy(x) = (ho(x1),..../io(x,)) and hg(x) = 1 for x >0
and hg(x) =0 for x < 0. By applying only learnings where the cosine of the angle between a
learning vector x; and the user’s skill gaps vector Hy(v —u) exceeds a chosen threshold o, = 0,
we avoid considering learnings which are not related to the skills or tools where the user has a gap.
By doing so, we mainly focus on the learnings which cover topics needed for the job v. Further,
the computation of the angle between the learnings and the skill gap vector can performed again
extremely efficiently since it corresponds to matrix-vector multiplication. After the computation

has been performed, we define the set of learnings L, by
Lo, ={Le L |c((x.Ho(v—u)) =0y} (14)

The set £, mainly contains learnings which are related to skills where the user has indeed deficits.
The second pre-processing step ensures that the skill goals a user i reaches by attending a learning
L are as close as possible to the skills the job v requires. Thus, analogously as for the matching
function ry, for a learning L € £ and respective rating-to vector Xg, > given by

rg{i}, lffEfL

Mead = 0 else
we define a penalty function py,, , by
1
V)= Vi —XR, ..l
Pxy, (v) Stnr r':;I,ZI, Vi Rpail:

where n,; = |I,NI|. For alearning L with vector xg, , and a job vector v, it holds py (xg, ,) € [0, 1].
The smaller the value, the nearer the vector xg, , is to the job’s requirements given by v. Given a
job and the penalty function py, , we define the subset of learnings Ly, C L as

Lq1={LEL|1—p1RL:1|[v]2&2} (15)

Further, we allow the graph only to reach a maximal length dp,, for a learning route.

All in all, for £y, and £, as described in and for oy, a2 £ (0,1), we set the the pre-
processed learning set Ly, o, as

LG\:[.D!] =LI.'.\‘.[IF]LD:1‘ {]6)

For the case that £, M £,, = @, we might choose less restrictive parameters o, and ;.
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S. TESTING

To give an example, we create a sample user u with vector representation u = (1,..., 1 e RV

which chooses to receive a recommendation for a learning path with respect to a job v with

v=(3.0,5,0.5.4.0,5.3.5.1,1.0.1.0)" € R",

Jf‘»‘.(:ssi:nl.i:ﬂ: {1:-3:-536"?8?9!]“}:- {]T}
Iv.upl.iunal = {1 1,12, 14}’
Note that vi; = vi2 = vi4 = 1 does not denote a low requirement of the skills but just that the skills

are optionally required and therefore no weight is considered for the computation of the matching
score.

The matching function ry;, ;, is chosen according to {Ep with
s(x,¥) = so(x,y) =exp{ — |x—»*/c} (18)

with parameters ¢ = 3.6, A1 = 0.8 and A; = (0.2 which gives an initial matching score ry 3, 3, (u) =
0.2900.

We randomly generate 300 learnings of the form by choosing the skills indices i € {1.....15}

and the values r,(i),r(i) € R uniformly at random and apply algorithm 2] with dyg = 5.

The nearer o is to 1, the more restrictive is the pre-processing and the less learnings we may
be able to apply to the user’s vector representation u in order to update its skills profile. With
o. = 0 no pre-prcoessing step is performed and therefore all possible combinations allowed by the
parameters setting are considered. The larger the parameter f the higher must be the increase of
the matching score of the updated profile in order to add the new node to the graph. A smaller B
allows learnings with less high impact to be part of the learning route.

The parameter B also has influence on the number of nodes the graph G might contain. By
choosing P very small, every learning which increases the matching score when the profile is
updated, is considered to bo a valid learning. By setting a higher B we only add a learning to
a path if its impact is strong enough. Therefore, it is also possible to estimate the length of a
learning path dependent on the current parameter B and the user vector u. For example, if we had
a user vector u with ry; 5, (u) = 0.5 for a job vector v and set = 0.2, then, the maximal number
of learnings of a recommended learning path cannot exceed 5, regardless of what the parameter
dmax Was actually chosen to be.

Also, we might consider, to build the learnings route in such a way that the first learnings are the
ones which have a higher impact on the matching score and to adapt the parameter § depending
on the current learning step matchings score.
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Table 2] also shows different results when the route planner algorithm is run with different pre-
processing parameters ¢, and fixed o; = 0 and p = 0.2, i.e. we only apply the cosine-pre-
processing step. The computational times refer to an average over 3 runs with the same initial
data. The first column of the table contains the pre-processing parameter ;. In the second col-
umn we see the cardinality of the set £, which corresponds to the number of learnings which are
indeed applied to a user profile. The variable rma denotes the highest matching score ry(i) for
some updated user profile i which we achieve with the given parameters.

The results motivate our believe that the algorithm should be applicable even with a higher number
of learnings

TABLE 2 Variation of o) and o2

a, |£1:(| I Fmax time [s]
0 300 | 09723 | 57.20 o2 |J"__4I } Fmax time [s]
0.35 124 | 0.9723 | 6.7220 0 300 | 09723 | 57.20
0.375 | 107 | 0.9723 246 0.5 187 | 09723 | 18.36
0.4 106 | 0.9723 | 0.2.34 06 | 181 | 09723 | 16.35
0.425 96 | 0.9723 .64 07 [ 138 | 09445 | 11.05
0.45 86 | 0.9723 1.18 0.8 [ 104 | 0.8039 | 0.5370
0.5 76 | 0.9445 0.66 0.9 [ 200 | 0.6697 0.01
0.525 60 | 0.7912 0.08

Note that the random learnings are not distributed according to any particular distribution which
we surely can expect from real data.

From this simple example we can state that the pre-processing parameters o and oz have a crucial
effect on the computational complexity of the graph construction algorithm.

We repeat the experiment with the parameter setting ¢t; = 0,p = 0.2 and vary o;. Table [2|shows
the results for the variation of o.

6. CONCLUSIONS AND FUTURE WORK

In the last pages we have presented the mathematical framework of the OpenSkiMr project. We
have exposed our approach of formulating the problem of matching users and jobs as well as
users and occupations. By introducing our route planner algorithm we have shown an intuitive
way of building different learning routes which may lead a user to update its skills. The next
steps of our project concern a further theoretical study of the algorithm’s behaviour with respect
to the different parameters as well as experiments envolving different functions s. In particular,
the effects of the parameters o, 0, and B should be carefully studied. Eventually, as already

mentioned, we also might not choose a global B but let it be dependent on the current learning
step.



106 Computer Science & Information Technology (CS & IT)

Also, assuming a very high number of learnings, we may think of clustering the learnings and
building the initial set £ by adding only some of the learnings per cluster. This avoids the problem
of having solely learnings which are similar in terms of skills they are related to after the pre-
processing with the parameters «; and o;.

In order to be able to recommend a learning route, we need the content of learnings to be analyzed
and adapted to the form our algorithm can work with. Our developing team is engaged with the
implementation of the platform whose goal is to collect real data about users as well as job adver-
tisements as soon as possible. We expect our route planner algorithm to work on real data as well
as it exploits the natural underlying structure of it.
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