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ABSTRACT 

 
In image steganography, the transfer domain provides better concealment of the secret image in 

the cover image, and has therefore proved much more reliable than spatial domain. In this 

paper, we attempt to maximize the retrieved secret PSNR against the original secret, while 

simultaneously minimizing the cover image degradation. This paper is built upon Discrete-

Wavelet Transform to process the image while the Least Significant Bit method to store the 

information. We follow a principle of priority ordering the wavelet subspaces of both the secret 

and the cover with a view to make for the most efficient concealment. We propose the product of 

the secret and cover image PSNR and SSIM measures as the quantities to be maximized as it 

provides a more comprehensive evaluation of system performance, and study the performance 

against the choice of the number of levels of wavelet decompositions. 
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1. INTRODUCTION 
 

Labeling a message to be of high security will make it a high priority target for attacks. Likewise, 

enciphered messages always hold the risk of being discovered on route. Moreover, such messages 

can altogether be destroyed/tampered by a third party, if not decrypted successfully. Thus, the 

secrecy of transmission of such messages becomes important and here is where steganography 

takes over cryptography. Steganography, or image hiding, avoids overt declaration of the 

criticality of a message, by concealing the secret (image) in a mundane cover (image) so that its 

significance is known only to the intended recipient. 

 

When the cover for embedding secret information is an image, the technique is referred to as 

Image Steganography. Any kind of signal can be stored into the cover; here, we hide a secret 

image: The secret image is embedded into the cover image resulting in the so called stego image. 

The recipient extracts the secret information out of stego image and gets the message. We use the 

Least Significant Bit (LSB) method to store the information, wherein the secret information is 

encoded in the least significant bits of the pixels of the cover image. The number of least 

significant bits used for this purpose varies as per application and the level of fidelity desired. 

Needless to say,  a  requirement  of higher fidelity conflicts with a requirement of higher capacity.  
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In this paper, we compare two approaches: the first one using only two least significant bits of the 

cover to store the secret information while the other uses three. While the second provides more 

capacity, (i.e., more space), the first one leads to a higher cover-stego PSNR as well as SSIM. 

 

In frequency domain approaches, both cover and secret are transferred to the transform domain 

and the transform coefficients of the secret are embedded in the transform coefficients of the 

cover to get a transform domain stego. This transform domain stego is converted back to the 

spatial domain by inverse transforms to get the spatial domain stego image. At the recipient end, 

to extract the secret information, one has to again perform the respective transform and extract the 

secret information from LSB of the coefficients. Also, the information of in how many and which 

coefficients the data is being embedded also needs to be recorded and transmitted. The 

conversion to the frequency domain helps because the human eye cannot detect changes in the 

high frequency while changes made in the low frequency can easily be detected. The concealment 

in the frequency domain spatially spreads the secret data over all the transform coefficients, 

preventing the retention. 

 

The method used in this paper is a combination of LSB and iterative HAAR-DWT. We prioritize 

the space (the part where any changes can be least detected) in the cover image and energy in the 

secret image. Next comes the tradeoff between the amount of secret information being stored and 

similarity of the stego to the cover image. We observe results in terms of PSNR and SSIM, 

aiming for the most efficient solution, and state some problems that arise because of using 

HAAR-DWT. 

 

2. BACKGROUND 
 

The LSB method has been implemented after processing both the cover and secret images in 

various ways over the decades, for e.g., directly storing the secret image in LSB of cover image in 

spatial domain itself [1], performing DCT [2] or DWT [3] or DFT [4] on the cover image to 

convert it into frequency domain and then storing the information is LSB of respective 

coefficients. 

 

Chandramouli and Memon [5] (2001) devised a method to calculate probability of detection in 

terms of number of bits hidden for storing information. Morkal, Tayana, et al [6] (2005) stated the 

applications and suitable uses of different steganographic techniques. Cheddad, Abbas, et al [7] 

(2010) have mentioned a state-of-the-art review and analysis of then existing steganography 

techniques. Similar work is done by Singh, Amritpal, et al. [8] (2014). Al-Korbi, Hamad A., et al 

[9] (2015) developed steganography technique storing information in the wavelet domain (RGB 

color). Vikas Patidar [3] (2016) developed a technique (monochrome/color) to store information 

in the HAAR-DDWT domain. We work on this base, performing HAAR-DWT iteratively on the 

image to better classify its wavelets as per the amount of information stored in them resulting in 

improved SSIM and PSNR performance. We also show there is a certain degree of permanent 

loss of information because of using HAAR-DWT with LSB method, making the entire process 

lossy. We state both the problem and reason of occurrence of this phenomenon. 

 

3. HAAR-DWT 
 

The HAAR wavelet is preferred because of its simple yet efficient decomposition process. It 

requires only simple addition/subtraction in horizontal and vertical directions to convert images 
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from spatial to frequency domain. For a 4x4 matrix, the HAAR transform can be evaluated as 

follows: 

 
Figure 1. Calculation of HAAR-DWT of an image. 

 

Thus, the HAAR transform, applied once, decomposes any image into four frequency regions as 

named low-low, high-low, low-high and high-high, allowing us to make changes in 

the high frequency region leaving the low frequency region containing the most significant 

information, untouched. Similar inverse operations can be made on the HAAR-transform to get 

back our original image. 

 

4. EMBEDDING ALGORITHM 
 

‘��’ = number of times HAAR-DWT is desired to be done in secret, ‘�’ =(���� �� 	�
��)/ (���� 

�� ��	���), where both these are square images and size means any one side, ‘�	’ =4^(� − 

(��2�) − 1), ‘�’ = number of final level secret image wavelets desired to be stored. 

 

4.1 Hiding All Bits of Secret Information: 

 

 
Figure 2. (First) Embedding Algorithm 
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4.2 Hiding First Six Non-Zero Bits of Secret Information: 

 
 

Figure 3. (Second) Embedding Algorithm 

 

5. EXTRACTING ALGORITHM 

 

 
 

Figure 4. Extracting Algorithm 
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6. OBSERVATIONS AND RESULTS 
 

To decide the optimum value of ‘�’ for a given ‘�’, we study the product of the PSNRs and 

SSIMs of coverstego pair and secret-retrieved image pair [10][11]. The results are shown for � = 

1, 2 ��� 3 (i.e. up to 3 levels of HAAR-DWT) each for both the cases of storing all bits and 

storing first six non-zero bits. 

 

6.1 First Example 

 

 
 

Figure 5. Cover (left) and Secret Image 

 

6.1.1. ′����’ = 1 
 

The PSNR and SSIM trend on storing � = 1: 4 wavelets of secret image (on horizontal axis): 

 

 
 

Figure 6. PSNR (left) and SSIM Product for ‘�’ = 1 

 

6.1.2. ′����’ = 2 

 
The PSNR and SSIM trend on storing � = 1: 16 wavelets of secret image (on horizontal axis): 
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Figure 7. PSNR (left) and SSIM Product for ‘�’ = 2 

 

 
 

Figure 8. Stego (left) and Retrieved Secret Image (� = 4) 

 

6.1.3. ′����’ = 3 

 

The PSNR and SSIM trend after storing m=1:64 wavelets of secret image (on horizontal axis): 

 

 
 

Figure 9. PSNR (left) and SSIM Product for ‘�’ = 3 
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Figure 10. Stego (left) and Retrieved Secret Image (� = 12) 

 

Since the question here is of how similar the retrieved secret image is to the original secret image 

and how similar the stego image is to the cover image, we will follow the product of SSIM to get 

our optimum solution. Also, both PSNR and SSIM product are higher when we resort to storing 

all bits, as compared to storing only the first six non-zero bits in spite of increased storage 

capacity in the cover image. The results for optimum values of ‘�’ (as per SSIM) are also shown 

in each sub-section above. 

 

6.2 Second Example 

 

 
 

Figure 11. Cover (left) and Secret Image 

 

6.2.1. ′����’ = 1 

 

The PSNR and SSIM trend on storing � = 1: 4 wavelets of secret image (on horizontal axis): 

 

 
Figure 12. PSNR (left) and SSIM Product for ‘�’ = 1 
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6.2.2. ′����’ = 2 

The PSNR and SSIM trend on storing � = 1: 16 wavelets of secret image (on horizontal axis): 

 

Figure 13. PSNR (left) and SSIM Product for ‘�’ = 2 

 

Figure 14. Stego (left) and Retrieved Secret Image (� = 8) 

6.2.3. ′����’ = 3 

The PSNR and SSIM trend after storing m=1:64 wavelets of secret image (on horizontal axis): 

 

Figure 15. PSNR (left) and SSIM Product for ‘�’ = 3 
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Figure 16. Stego (left) and Retrieved Secret Image (� = 28) 

6.3 Third Example 

 

Figure 17. Cover (left) and Secret Image 

6.3.1 ′����’ = 1 

The PSNR and SSIM trend on storing � = 1: 4 wavelets of secret image (on horizontal axis): 

 

Figure 18. PSNR (left) and SSIM Product for ‘�’ = 1 
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6.3.2 ′����’ = 2 

The PSNR and SSIM trend on storing � = 1: 16 wavelets of secret image (on horizontal axis): 

 

Figure 19. PSNR (left) and SSIM Product for ‘�’ = 2 

 

Figure 20. Stego (left) and Retrieved Secret Image (� = 10) 

6.3.3 ′����’ = 3 

The PSNR and SSIM trend after storing m=1:64 wavelets of secret image (on horizontal axis): 

 

Figure 21. PSNR (left) and SSIM Product for ‘�’ = 3 
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Figure 22. Stego (left) and Retrieved Secret Image (� = 35) 

6.4 Average Result 

We run the algorithm on a total of 10 cover-secret image pairs and plot the average results as 

follows: 

6.4.1. ′����’ = ����    

 

Figure 23. PSNR (left) and SSIM Product for ‘�’ = 1 

6.4.2. ′����’ = ����    

 

Figure 24. PSNR (left) and SSIM Product for ‘�’ = 2 
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6.4.3. ′����’ = 3 

 

Figure 25. PSNR (left) and SSIM Product for ‘�’ = 3 

7. SHORTCOMINGS 

The procedure of evaluating the HAAR transform of an image includes addition as well as 

subtraction of pixel values as mentioned previously. This subtraction leads to some negative pixel 

values in the resulting wavelet transform which causes problems in both display of the image, and 

decimal to binary conversion required for application of the LSB method of embedding. To tackle 

this, one must record the position of all negative pixels in the transform and then temporarily 

assign them positive signs before converting them into binary for storing. After extracting the 

wavelets of the secret image from the stego, the sign of these pixel values should be restored 

before performing Inverse-HAAR to get the retrieved image. 

 

The LSB method requires the pixel values to be in the range [0,255] for it to be convertible into 

8-bit integers for further procedure. Consequently, we need to keep dividing the result by 4 every 

time we perform HAARDWT. This makes some of the resulting pixel values to be non-integers, 

which are subsequently rounded off when converted to 8-bits. This rounded-off information is 

lost forever. Therefore, even on storing the all the wavelets of the secret image, the retrieved 

secret doesn’t show a perfect SSIM of 1 with respect to the original secret. It can also be observed 

in many cases, but not all, that the PSNR product has started decreasing at the end of the third 

level which tells us not to go any further in HAAR-DWT levels (since, every time the size of 

each wavelet is becoming a fourth smaller with increasingly coarser approximation due to 

quantization error). 
 

8. CONCLUSION 

This paper presents a steganography technique using the LSB method. Encoding the secret image 

in transfer domain, rather than in spatial domain, and that too at different levels (i.e., after 

iteratively performing HAARDWT) with number of wavelets stored prioritizing their energy, we 

have found the optimum values of SSIM between cover-stego and secret-retrieved image by 

seeing the trend on varying the number of wavelets of the secret image being stored. We have 

also listed the shortcomings of this approach which increases the space complexity of the code, 

and besides increases the quantization error further. Like every other steganography technique, 
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ours also has its advantages as well as shortcomings and can be fine-tuned as per the application 

it is to be used in. 
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