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ABSTRACT 
 

Autonomous navigation is an important feature that allows the robot to move independently 

from a point to another without a tele-operator. This feature makes mobile robots useful in 

many tasks that require transportation, exploration, surveillance, guidance, inspection …etc. 

Furthermore, autonomous robots deal with real time environments that tend to be complex, non-
linear and partially observed. They also operate with limited memory resources and tight time 

constraints. In this paper, we present an investigation related to mobile robot navigation. We 

first compare a group of classification algorithms using real traces of wall following robot 

navigation. Then we focus on the k Nearest Neighbors (KNN) algorithm to improve it and help it 

be more applicable in autonomous robot navigation. We applied a Nearest Neighbor set 

reduction technique to help reduce the high running time of KNN. The results indicate that KNN 

is a competing algorithm especially after decreasing the running time significantly by a factor 

of 19 and combining that with the KNN’s existing features.  Results are further improved by 

applying an attribute selection method.  
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1. INTRODUCTION 
 

When the complexity and non-linearity increase in a mobile robot system; it becomes important 

to start thinking away from traditional control methods for system representation and decision 
taking. According to [1], many traditional techniques have failed to address the above-mentioned 

problems due to the non-linearity and the dynamic characteristics of the task.  One can say that in 

order to control the actions of amobile robot; means of supervised learning algorithms are needed 

[1]. Recently, methods to gain knowledge directly from data captured have gained more interest. 
They allow straightforward and accurate system modeling in addition to the avoidance of pre-

programming of all possible scenarios. This is more useful especially when a mobile robot is 
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present in unstructured and uncertain environments[2]. One of the common tasks a mobile robot 

should learn to be autonomous is wall following. The robot should follow a wall with all its 

curvatures, corners and turns while keeping a fixed distance to the wall whether it is to the left or 
the right of the robot. It lays the groundwork for more complex problem domains, such as maze 

solving, mapping, and full coverage navigation (i.e., vacuuming and lawn mowing 

applications)[3].  
 

Intelligent control is the branch of control where the designer inputs the system targeted behavior 

and then the intelligent control system provides the knowledge based on certain rules related to 

the choice of the method [4]. Usually, branches of artificial intelligence are the main inspiration 
to intelligent control as will be discussed later. Intelligent control systems shine ‘in areas that are 

highly non-linear, or when classical control systems fail, or the representation of the system is 

difficult or impossible to obtain’ [4]. This discussion about converting data or experience into 
knowledge or a computer program that perform some tasks is known as machine learning. In 

machine learning technologies, control strategies are emergent rather than predetermined [3]. 

 
Learning systems can be categorized based on their feedback into three main categories; 

supervised learning, unsupervised learning and reinforcement learning. In supervised learning, 

algorithms use labeled examples that consist of inputs along with their desired output for training. 

Algorithms learn by comparing actual outputs with correct outputs to find errors and modify the 
knowledge gained accordingly. The structure that is discovered by studying the relationship 

between inputs and outputs is referred to as a model. Two main supervised learning models are 

mentioned in the literature; classification models and regression models [5].  
 

Applying classification techniques is successful and promising in the field of robotics, however, 

mobile robots tend to have limited memory resources that cannot hold the required big training 

files to classify and obtain the next action to be taken. Additionally, autonomous navigation has 
tight time constraints that has to be respected in order to have a smooth and a practical operation. 

A mobile robot should take the appropriate action, given the current situation before arriving at a 

new case keeping in consideration the sampling rate of the attached sensors. In this work, we 
focus mainly on the KNN algorithm in the field of autonomous robots; specifically in wall 

following applications and we proposed the following contributions: 

 
• We compared some of the main classification techniques using real traces of wall 

following robot navigation datasets in order to highlight the main advantages and 

disadvantages.  

• We addressed the main disadvantages of KNN algorithm using two important techniques; 
set reduction and attribute selection. 

• We implemented the Condensed Nearest Neighbor set reduction technique using Java 

and then successfully used it to reduce the training files; hence, less running time better 
accuracy. 

• Further improvements are witnessed by combining both set reduction and attribute 

selection techniques.  
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This paper is organized as follows: Section 2 contains a brief explanation about the main 

algorithms used in this research. Section 3 presents the related work. Section 4 describesthe wall 

following problem in addition to the datasets used in this paper and how it was collected. The 
subsequent section discusses the results obtained and the improvements applied to enhance the 

results. Finally, section 6 concludes the paper.   

 

2. BACKGROUND 
 
In this section, the algorithms that are deployed in this research are briefly explained. The 

algorithms presented next are related to classification methods and include: decision trees, Neural 

Networks, Naïve bayes, JRipper, Support Vector Machines and k-Nearest Neighbors. 
 

2.1. Decision Trees Induction C4.5 
 
This is one of the most important supervised learning techniques that is presented in the shape of 

branches, nodes and leafs and decisions are taken from the root of the tree to the leaf. At the end 

of each branch is a leaf that presents the result obtained. Intermediate nodes in the tree contains a 
test on a particular attribute that distribute data points in the different sub-trees. The objective 

from the learning phase is to identify groups of examples as consistent as possible while in the 

test phase the new example is assigned to the majority class of the leaf based on a score that 
corresponds to the proportion of training examples in the leaf that belong to the same class [6].  

 

Decision trees are widely used because of their flexibility and applicability to wide range of 

problems. The resulting set of rules or tree paths are mutually exclusive and exhaustive i.e. every 
instance is only covered by a single rule [7] .  

 

2.2. Neural Networks 
 

A Neural Network is a computation algorithm inspired by the structure of neural networks in the 

brain, where it consists of a large number of computing devices /nodes /neurons connected to 
each other through links to consist a network. Each neuron will receive a weighted sum of the 

neurons outputs connected to its incoming links [8]. The weights can take new values through the 

learning process up until ‘the optimal weights are achieved and stored as strengths of the neurons 
interconnections’. The main features of Neural Networks are their ability to utilize a large amount 

of sensory information, their capability of collective processing and finally their ability to learn 

and adapt to changes and new information. According to [9] the two most Neural Networks types 
suitable for decision and control purposes are the multilayer perceptron and radial basis functions.  

 

2.3. Support Vector Machines 
 

Support vector Machines are a set of supervised learning methods that are applied in linear and 

non-linear classification problems, where they build a model that assigns new examples to one 

category or the other. They work by ‘mapping the input vectors into a high dimensional feature 
space and constructing the optimal separating hyper-plane through structural risk minimization’ 
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[10].  An SVM model is a representation of the examples as points in the space such as they are 

divided by a clear gap as wide as possible. As [6] explains, ‘the main idea is to maximize the 

distance between the separating hyper-plane and the closest training example’. After that, new 
examples are mapped to the same space where it is predicted that they belong to the gap they fall 

in [11]. According to [7] three main benefits are associated with SVMs. First, they are effective in 

high dimensional space. Second, they are memory efficient as they use a subset of training point 
in the support vectors or the decision functions. Finally, they are considered versatile since they 

can hold different kernel functions to be specified as decision functions. Some of the popular 

kernel functions are linear, polynomial and RBF. On the other hand, SVMs inherently do binary 

classification; which means they only support two-class-problems where real life problems 
usually have more than two classes. Other procedures can be used to extend them to multiclass 

problems such as one versus the rest and one versus one approaches [12].  

 

2.4. JRipper 
 

JRipper is a supervised learning rule based learning algorithm that stands for Repeated 
Incremental Pruning to Produce Error Reduction. It builds a set of rules that identify the classes, 

keeping in mind minimizing the error. It consists of two stages: the building stage and the 

optimization stage. Some references such as [13] add a third stage which is the delete stage. In 
this algorithm, the training set is split into a growing set and a pruning set, where at first, an initial 

rule set is formed over the growing set using some heuristic method (building stage). This 

overlarge initial rule set is repetitively simplified using one of the pruning operators such as 
deleting single conditions or any single rule. At each simplification stage, the pruning operator 

that yields the highest reduction of error is chosen. The process continuous until applying any 

pruning operator increases the error on the pruning set (optimization stage) [14]. Another simple 

introduction to JRipperis given in [15] where they mention that all examples at start are treated as 
a class, and rules that cover all members of that class are found. After that, the algorithm moves 

to the class and does the same until all classes are covered. According to the creator of this 

algorithm, it was designed to be fast and effective when dealing with large and noisy datasets 
compared to decision trees [16].  

 

2.5. Naïve Bayes 
 

The Naive Bayes classifier is a classical demonstration of how generative assumptions and 

parameter estimations simplify the learning process [8]. It assumes that the explanatory variables 
are conditionally independent to the target variable. This assumption contributes to reducing the 

training time complexity and helps the algorithm compete on numerous application areas. The 

performance of this classifier depends ‘on the quality of the estimate of the univariate conditional 

distributions and on an efficient selection of the informative explicative variables’. This approach 
as other approaches has some advantages such as its low training and prediction time complexity 

in addition to its low variance. It shines in classification problems where only few training 

examples are available [6].  
 

 



Computer Science & Information Technology (CS & IT)                                     77 

 

2.6. K Nearest Neighbors 
 
K Nearest neighbors (KNN) is one of the oldest and most widely used methods for object 

classification. According to [7] they are of benefit when there is little or no prior knowledge 

about the distribution of the data points. The nearest neighbors are calculated using a type of 

distance functions. The value of k specifies how many nearest neighbors are to be considered to 
define the class of a sample data point or a query. As [17] mentions in a comparison table 

between all nearest neighbors algorithms; KNN has some main advantages such as: a) fast 

training time, b) easy to learn c) high algorithm simplicity, d) robust to noisy training data points 
and finally, e) effective if the training dataset is large. KNN is a powerful classification method 

that allows the classification of an unknown instance using a set of classified training instances. 

The authors of [18] mentioned that KNN is one of the simplest classifier methods that is able to 
solve certain complexities such as time and computational complexities. It has the ability to 

memorize training data and process it during run time. However, the process of computing 

distances is computationally high especially in large datasets, which leads to memory limitations.  

 

2.6.1. Set Reduction and Condensed Nearest Neighbors (CNN) 

 

To overcome some of the disadvantages related to the KNN algorithm, we propose using a set 
reduction technique. Set reduction is a preprocessing technique that allow reducing the size of the 

dataset. Its main objective is to reduce the original dataset by selecting the most representative 

data points. This way, it is possible to avoid excessive storage of data points and excessive 
running time for supervised classification [19]. 

 

A nearest neighbor technique that can be used for set reduction is called the Condensed Nearest 

Neighbor (CNN) that stores the data points one by one then eliminates the duplicate, noisy and 
redundant ones. In other words, it removes the data points that do not add more knowledge and 

show similarity with other training data points [17]. This way, the size of the training dataset will 

decrease, the query time and memory requirements will improve which leads to system 
improvements.  

 

This technique is based on finding a subset S of the whole training file T such that it is small and 

accurate in classifying T. through the process of finding S, it must assure that all examples in T 
are correctly classified regardless of it being the minimal subset. The pseudo-code of CNN is 

presented in figure (1). This subset S could be used instead of the original file T without major 

losses in performance. CNN inspired researchers to develop more set reduction techniques that 
help reducing data as much as possible [20].. 
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Figure 1. CNN pseudo-code [20] 

 

3. RELATED WORK 
 
In this section, the recent work related to combining machine learning with autonomous mobile 

robots will be listed with a brief description.  

 
The work of [21] used the nearest neighbor classification and both regression and support vector 

regression for their wall following robot. The authors of [22] present an incremental decision tree 

algorithm that is applied in mobile robot navigation. Their algorithm is fast, memory efficient and 
was tested and compared to previous similar work for evaluation purposes.  

 

The authors of [23] present an application of SVM in robot navigation, in particular, an obstacle 

avoidance algorithm that do some learning through an SVM classifier. Experimental and 
simulation results are presented to validate their model.  

 

The work of [24] attempted to develop a neural network based controller for a wall following 
robot. Their primary focus was to control the robot to take decisions of changing direction based 

on sensor readings dataset. The experimental result shows that the proposed algorithm can control 

the robot with 92.67% accuracy and can take decision within one second. The same group again 
proposed the work in [1] and attempted to use a new neural network training algorithm based on 

gravitational search and then a feed forward neural network for automatic robot navigation of 

wall following robots. 

 

4. PROBLEM AND DATA SET DESCRIPTION 
 

Wall Following is a task where a mobile robot should follow a wall with all its curvatures, 

corners and turns while keeping a fixed distance to the wall to the left or the right of the robot 
(figure 2). It is usually combined with obstacle avoidance for the robot to achieve its task with no 

collisions, which may affect the performance. Robots are usually equipped with two sensors; one 

in the front and the other to side of the wall to be followed. Wall following is usually selected to 

test new or existing algorithms since it is a fairly simple problem to set up and evaluate and 
complex enough to represent a non-linear control problem [21]. 
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For a learning algorithm to be more practical, we mention some of the important points the 

authors of [25] discussed and concern us in this study. Since the decision the robot should take 

will affect the navigation and manipulation tasks, processing should happen fast almost in real 
time. Additionally, mobile robots have limited memories that usually cannot hold the required 

training files especially with algorithms that require huge dataset to get the better model. Even if 

the memory is sufficient to hold the required training set, the time required to train the model and 
process the training set will still be an issue giving the time constraints. 

 

As a result, and in order for us to study each of these classification algorithms under the same 

conditions, a data set related to robot navigation is chosen as a benchmark as will be discussed 
shortly. The k nearest neighbor technique will be the focus as we will study its competence with 

other algorithms and prove its great usability. 

 
The authors of [26] prepared their own data by guiding the robot through a certain algorithm. A 

C++ routine was implemented to guide the behavior of following walls in a known situation. The 

algorithm is responsible for generating the decision the robot should take along its navigation. 
The information was collected as their robot SCITOS G5 navigate through the room during four 

rounds. The collection of data points was performed at a rate of nine samples per second. 

 

 
 

Figure 2. Wall following scenario 

 

Their generated database contain 5456 examples and it has three versions divided in three files. 

The first file contain sensor information from two sensors as in 2 attributes and one class, the 

second file contain information from four sensors as in 4 attributes and 1 class and the last file 
contain sensor information from 24 sensors as in 24 attributes and 1 class. The class contains four 

robot decisions; move forward, slight right turn, sharp right turn and slight left turn. This dataset 

is widely used in research that is related to robot navigation, machine learning, and classification 
algorithms such as [27], [1] and [28]. It is available in the UCI machine learning repository.  

 

Table (1) presents a brief description on the used datasets and examples from each file.  
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Table 1. Dataset Description And Examples 

 

Dataset  Number of 

attributes 

Number of 

examples 

Instance form 

Sensor 2 
file 

2 attribute, 1 
class 

5456 
instances 

1.687,0.449,Slight-Right-Turn 

Sensor 4 

file 

4 attributes, 1 

class 

5456 

instances  

1.32,0.499,2.83,0.71,Move-Forward 

1.897,1.413,1.981,1.785,Slight-Left-Turn 

Sensor 24 
file 

24 attributes, 
1 class 

5456 
instances 

0.481,0.515,5.018,3.664,2.956,2.927, 
2.947,2.993,1.697,2.622,1.651,1.641, 

1.645,1.269,0.765,0.592,0.489,0.482, 

0.495,0.531,0.462,0.499,0.483,0.473,Sharp-
Right-Turn 

 

Usually the third file is the most complicated file as it contains many attributes. In order to reach 

a model/decision/classification, the processing is a bit complicated to include all attributes, 

especially the ones that contribute to the decision. This complication will be noticed later in the 
results were the performance will decrease when using this file. The experiments were held on an 

Intel core i7, 64-bit operating system 2.20 GHz processor and 4GB RAM.  

 

5. RESULTS 
 

The results section will start by presenting the comparison held between the classification 

algorithms. Then, the main disadvantages and notes will be highlighted. Finally, improvements to 

the KNN algorithm in focus are applied through set reduction and attribute selection techniques.  
 

5.1.Comparison of Classification Algorithms using WEKA 
 

Table (2) presents the comparison held between the different algorithms introduced earlier using 

the wall following robot navigation data set. The criterion included in the comparison are the 

accuracy, training time, and testing time.  
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Table 2. Comparison between algorithms using weka 

 

File 

used 

      Classifier     

Name 

 

Evaluation  

Criteria 

Decision 

Trees 

J48 

 

SMO 

 

JRipper 

 

Neural 

network 

Naïve 

Bayes 

K 

Nearest 

Neighbors 

 

S
en

so
r 

2
 

fi
le

 

Accuracy  100% 77.20% 99.90% 91.83% 90.50% 98.80% 

Training time 0.15 0.32 0.25 9.1 0.06 0.01 

Test time 

(running time) 

0.17 0.25 0.01 0.02 0.12 3.91 

S
en

so
r 

4
 

fi
le

 

Accuracy  100% 77.30% 99.90% 97.47% 89.10% 97.20% 

Training time 0.18 0.59 0.36 14.8 0.02 0.01 

Test time 

(running time) 

0.14 0.15 0.02 0.07 0.13 4.05 

S
en

so
r 

2
4

 

fi
le

 

Accuracy  99.60% 71.40% 98.80% 87.92% 52.40% 88.17% 

Training time 0.39 9.39 2.46 81.88 0.07 0.01 

Test time 

(running time) 

0.03 0.09 0.02 0.12 0.42 6.88 

 

This table presents the results of running the robot navigation datasets in the WEKA software 

[29] for comparison purposes. WEKA is a data mining, machine learning tool which was first 

implemented in the University of Waikato, New Zealand. 
 

As far as accuracy concerns, decision trees, JRip and KNN were the best algorithms to perform in 

almost all cases. On the other hand, KNN outperformed them all in terms of training time which 

is a point counted for this algorithm. However, the same algorithm recorded high testing time as 
expected after [17] discussed some disadvantages for the KNN algorithm such as high 

running/test time and memory limitations. From this result, the idea of applying the set reduction 

method using CNN came.  
 

5.2. CNN Implementation and Dataset Reduction 
 
We implemented and tested the CNN algorithm on Java based on the pseudo code presented 

earlier. The three datasets were successfully reduced using our implemented algorithm. The 

reduced files were again applied in WEKA to obtain the new results and compare them with the 
original KNN results. Table (3) presents the development of the KNN algorithm after applying 

the CNN technique to reduce the training files. 

 

Note that the number of instances after reduction in the first file was 169/5456 with a file 
reduction rate of 97%, in the second file it was 369/5456 with a file reduction rate of 93% and in 

the third file, it was 952/5456 with a file reduction rate of 82%. These tremendous file reduction 

operations resulted in excessive training and test times reduction. 
 

Some points should be noted regarding the performing of these tests. For the original algorithm 

tests and comparisons in table (2), results were obtained using the cross-validation method. As for 
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the KNN after applying the set reduction with CNN (table (3)); the testing was done using the 

original files as test files as they will contain more information than the current reduced training 

file and their results will present an indication for the robot performance in real life after facing 
new situations.  

 
Table 3.Comparison between knn performances before and after set reduction 

 

File Evaluation Criteria K-nearest 

neighbors 

KNN with reduced 

data set CNN 

S
en

so
r 

2
 f

il
e 

Accuracy 98.80% 97.58% 

Training time 0.01 0 

Test time (running time) 3.91 0.2 

S
en

so
r 

4
 

fi
le

 

Accuracy 97.20% 96.04% 

Training time 0.01 0 

Test time (running time) 4.05 0.44 

S
en

so
r 

2
4
 f

il
e 

Accuracy 88.17% 90.52% 

Training time 0.01 0.01 

Test time (running time) 6.88 2.18 
 

Moving to the results, the reduction in test time can be noticed clearly as the reduction exceeded 

90% in the first two files and exceeded 68% in the third file. The accuracy experienced some drop 
as well but it was very low between 1% and 1.5% in the case of the first two files. On the other 

hand, the accuracy increased in the case of the third file by 2% which is important.  

 

As for the training time, which was originally excellent, it was either less or the same. The main 
explanation is related to the reduction in the training files. This reduction led to a simpler file 

construction, faster training, thus faster testing, classification, learning and performing. 

 
To get a better look for the performance improvements of the KNN algorithm let us calculate the 

following performance metrics; reduction rate for test time, the resulted increment rate for the 

KNN performance and the speed up factor using the following equations: 

 

𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 = (
𝑜𝑙𝑑𝑡𝑖𝑚𝑒 −  𝑛𝑒𝑤𝑡𝑖𝑚𝑒

𝑜𝑙𝑑𝑡𝑖𝑚𝑒
) ∗  100                                             (1) 

𝐾𝑁𝑁 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 𝑟𝑎𝑡𝑒 = (
𝑜𝑙𝑑𝑡𝑖𝑚𝑒 −  𝑛𝑒𝑤𝑡𝑖𝑚𝑒

𝑛𝑒𝑤𝑡𝑖𝑚𝑒
) ∗  100                       (2) 

𝑆𝑝𝑒𝑒𝑑 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑜𝑙𝑑𝑡𝑖𝑚𝑒

 𝑛𝑒𝑤𝑡𝑖𝑚𝑒
                                                                 (3)  
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It can be noticed from table (4), that in case of the 2 sensors file, the reduction witnessed 

intest/running time, helped increase the performance of KNN with more that 1000% and the 

algorithm  became faster  with a speed factor of more than 19 times. This is considered as a huge 
and very noticeable improvement of the KNN algorithm.  The reduction in size for the 4 sensors 

and 24 sensors files, reduced the test/running time and improved the KNN performance by more 

than 800% and 200% correspondingly. The KNN algorithm became faster with a speed factor of 
more than 8 times. 

 
Table 4.  Improvements in the performance for the knn algorithm 

 

File 
Test time 

reduction rate 

KNN performance 

increment rate 

Speed 

factor 

Sensor 2 file 94.8% 1855% 19 times 

Sensor 4 file (after CNN) 89.1% 820% 9 times 

Sensor 4 file (After attribute 

selection) 
91.6% 1091% 12 times 

Sensor 24 file (after CNN) 68.3% 215% 3 times 

Sensor 24 file (after attribute 

selection) 
87.2 682% 8 times 

 

5.3. Attribute Selection for 4 and 24 Sensor Files 
 

To further improve the results related to the multi-attribute data sets, the 4 and 24 sensors 

datasets; an option in the WEKA software was applied to select the most meaningful attributes 
from the dataset. This option evaluates the worth of the subset of attributes by considering the 

individual predictive ability of each feature along with the degree of redundancy between them. 

After that, it will search the space of attribute subsets by greedy hill climbing augmented with a 
backtracking facility.  

 

In case of the 4 sensors file, two attributes out of four were chosen and the related file was 
modified to include the two selected attributes plus the class. Table (5), presents the 

improvements in accuracy and in running /test time. As for the 24 sensors’ file, seven attributes 

out of 24 were selected and the dataset after the CNN reduction was modified to include them in 

addition to the class. The results improved further as noticed from table (5). The accuracy 
witnessed an increment by more than 2% compared with the previous step. The training time kept 

its excellent low levels. As for the test/ running time, it kept on decreasing further and therefore 

more improvement in the performance.  The test time deceased by 0.1 s from the previous step in 
case of the 4 sensors file and by 1.3 s in case of the 24 sensors file.  

 

The improvement in the performance of the 24 sensors file is remarkable where the overall 
accuracy between the original training file and reduced training file in both instances and 

attributes increased by 4 %. The total reduction in test/running time for the same file was 6 s with 
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a speed factor of 8 times. More on the improvements after attribute selection is presented in table 

(4).  

  
Table 5.  KNN results after removing redundant attributes 

 

File 
Evaluation 

Criteria 

KNN with 

original files 

KNN with 

reduced dataset 

CNN 

KNN with CNN 

and reduced 

attributes 

S
e
n

so
r
 4

 f
il

e 

Accuracy 97.20% 96.04% 98.69% 

Training time 0.01 0 0 

Test time (running 

time) 
4.05 0.44 0.34 

S
e
n

so
r
 2

4
 f

il
e Accuracy 88.17% 90.52% 92.57% 

Training time 0.01 0.01 0 

Test time (running 

time) 
6.88 2.18 0.88 

 

6. CONCLUSION 
 

In this paper, we focused on the robot navigation field where real traces of robot navigation 
datasets were used to test multiple classification algorithms using WEKA. The results showed 

some limitations in terms of test/ running time in the KNN algorithm. We contributed to enhance 

the KNN performance by applying further techniques and ideas. We successfully implemented 

and tested a set reduction technique; the condensed Nearest Neighbor (CNN) algorithm. The 
KNN algorithm was tested again to notice important improvements in the testing time for all 

three files and the accuracy in one file. We were able to speed up the KNN algorithm 19 times 

more with a performance increment rate of more than 1000%. This is due the reduction in 
training files that reached up to 97% which led to reduction in the test time for up to 94%.  To 

further reduce the testing time and improve the performance, especially in multi-attribute 

datasets, the files of 4 sensors and 24 sensors were pre-processed again to remove the redundant 
attributes. Both accuracy and testing time improved using the WEKA’s attribute selection feature. 

We witnessed improvements in the classification accuracy by 4% in case of the sensor 24 file 

with a test/running time reduction that reached to 87% from 6.88 s to 0.88s.  

 
We conclude that KNN is an old yet still a promising classification algorithm. Moreover, set 

reduction and attribute selection are complementary and effective tools that are combined with 

KNN to maintain/improve accuracy and improve testing time and speed. This way, the major 
drawbacks of KNN will be solved while maintaining the great advantages of fast training time 

and learning. For future work, we aim at a set reduction technique that combines both instance 

and attribute selection in one algorithm and apply that on big datasets.  
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