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ABSTRACT  
 
Automatic categorization of web pages has become more significant to help the search engines to 

provide users with relevant and quick retrieval results. In this paper, we propose a method based 

on Multi-label Classification (ML) using an ontology which allows the prediction of the categories 

of a new web page created and tagged. It uses the ontology in the learning phase as well as in the 

prediction phase. In the learning phase, the ontology is used to build the training set. In the 

prediction phase, the ontology is used to place the new pages tagged in the most specific 

categories. The experiment evaluation demonstrates that our proposal shows the substantial 

results.  
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1. INTRODUCTION  
 
Nowadays, many web platforms are used to allow collaboration between users of a community 
for creating and sharing knowledge. The web pages are semantically annotated. The number of 

web pages are continuously growing and can cover almost any information needed. However, the 
huge amount of web pages and the organization of these pages make the retrieval of precise and 
exact information more and more difficult for a user. So an efficient and accurate method for 
classifying this huge amount of data is very essential if the web pages are to be exploited to its 
full potential. There doesn’t exist any specific method to automate this task. We deal with this 
problem as a Multi-label (ML) classification problem [1], [12] consisting in predicting the 
categories of a new page according to its tags. In our context, categories are looked upon as text 

labels.  
 
In order to use the label relationships to build the training data, we associate ML method with 
ontology. An ontology [2] is used to present the domain knowledge. In this paper, we propose a 
novel method that uses a method of ML based on ontology to predict the categories of a new web 
page. Experiments are implemented to evaluate the performance of the proposed approach on the 
datasets of the uniprot1 web site. The experimental results indicate that the approach has a better 

performance.  
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The remainder of the paper is organized as follows : Section 2 presents Multi-label classification 
problem for web page. Section 3 presents an external Ontology used to annotate the page of 
semantic web platform. Section 4 presents related work. In Section 5, we describe and give 
details on the proposed approach Multi-label classification using an ontology for web page 
classification. Section 6 specifies primary experiment results. Finally, Section 6 ends with a 
conclusion and perspectives.  
 

2. MULTI-LABEL CLASSIFICATION (ML)  
 
Traditional classification tasks deal with assigning instances to a single label. In Multi-label 

classification (ML), the task is to find the set of labels that an instance can belong to rather than 
assigning a single label to a given instance. In this case, each instance may belong to many 
classes simultaneously and when an instance is labeled with a certain class. A multi-label 
classification for web page in Semantic web platform deals with a situation where web page can 
belong to more than one category. Semantic web platform is basically defined by a set of 
categories and pages. Each page is assigned to one or more categories and includes a set of tags. 
Formally, semantic web platform web is defined by :  

 

 𝑃 is the finite set of web pages, let 𝑛 the number of pages,  

 Let 𝑇 the finite set of tags and 𝑅𝑇 ⊆ 𝑃×𝑇 a binary relation between 𝑃 and 𝑇, let 𝑚 the 
number of tags. We denote : ∀ 𝑖∈[0,𝑛],∀ 𝑗 ∈[0,𝑚], ∀ 𝑃𝑖 ∈𝑃 ,∀ 𝑇𝑗 ∈𝑇,𝑅𝑇( 𝑃𝑖, 𝑇𝑗)=𝑡𝑖𝑗 with 

𝑡𝑖𝑗=1 if the page 𝑃𝑖 𝜖 𝑃 is tagged by 𝑇𝑗 𝜖 𝑇 and 0 otherwise,  

 𝐶 the finite set of categories and 𝑅𝐶⊆𝑃×𝐶 a binary relation between 𝑃 and 𝐶, let 𝑘 the 
number of categories. We denote : ∀ 𝑖∈ [0,𝑛],∀ 𝑗∈[0,𝑘], ∀ 𝑃𝑖 ∈𝑃 ,∀ 𝐶𝑗 ∈𝐶, 𝑅𝐶 ( 𝑃𝑖, 𝐶𝑗) = 

𝑐𝑖𝑗 with 𝑐𝑖𝑗=1 if the page 𝑃𝑖 𝜖 𝑃 is categorized by 𝐶𝑗 𝜖 𝐶 and 0 otherwise. We define the 

function 𝑔 which allows to obtain all the pages associated with a category as follows:  

 𝑔: 𝐶 → 𝑃 such that, ∀𝑐 ∈𝐶, 𝑔 (𝑐) = {𝑝 / 𝑝∈𝑃 𝑎𝑛𝑑 𝑅𝐶 (𝑝,𝑐)=1}.  
 

The Table 1. shows the training data for multi-label classification for web page classification.  
 

Table 1. Training data of multi-label classification for web page classification 

 

 
 
There are multiple approaches to deal the multi-label classification problem. The first approach is 

Binary Relevance (BR) method. In this approach we can use 𝑘 independent binary classifiers 

corresponding to 𝑘 classes (categories) in our data. Let ℎ the classifier of ML. BR decomposes  
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the learning of ℎ into a set of binary classification tasks, one per label, where each single model ℎ𝑙 
is learned independently, using only the information of that particular label 𝑙 and ignoring the 

information of all other labels. Hence, ℎ𝑙 (𝑥) =1, if the label 𝑙 is predicted for the instance 𝑥. ℎ(𝑥) 

is the set of relevant labels predicted by ℎ for the object 𝑥. Thus, for an new instance 𝑥, BR 

outputs the union of the labels predicted by the 𝑘 classifiers. Table 2. show BR method of ML 

problem with training data for 𝑛=5, 𝑚=3 and 𝑘=3.  
 

Table 2. Transformed data sets produced by Binary Relevance (BR) method. 

 

 
 

3. ONTOLOGY  
 
Ontology [3], [2] represents the relevant concepts (classes) of a domain. Each concept is defined 
by a set of consensual terms that is not specific to an individual but accepted by a community of 
users. Specifically, all the defining terms are organized in hierarchy. In semantic web platform, 
the classes of ontology are used by the experts to annotate the new page created by the users. 
Uniprot.org web site is an example of semantic web platform where web pages are annotated by 
keywords (tags) and classes (categories) of gene ontology (GO).  
 

Let 𝐶𝑜 the set of classes of an external ontology and 𝐻𝐶 the hierarchy of classes of the ontology. 

∀ 𝑐 ∈𝐶𝑜, we denote:  
 

 𝑐ℎ(𝑐): the set of children classes of 𝑐 in 𝐻𝐶,  

 𝑑𝑒𝑠𝑐(𝑐): the set of descendant classes of 𝑐 in 𝐻𝐶,  

 𝑠𝑖𝑏(𝑐): the set of sibling classes of 𝑐 in 𝐻𝐶.  

 

4. RELATED WORK  
 
Many similar studies have been realized about web page categorization. The studies differed with 
the methods used and the use of different machine learning algorithms. [6] proposed a web page 
classifier that is based on an adoption of k-Nearest Neighbor (k-NN) approach. To improve 
performance of k-NN approach, authors supplemented the k-NN approach with a feature 
selection method and a term weighting scheme using markup tags. [7] proposed a method to 
classify web pages using the Naïve Bayesian algorithm. The research considered ten categories to 
be classified and the NB algorithm had an accuracy of 89.05%. It is also observed that the 

classification accuracy of the classifier is proportional to number of training documents. The 
results are quite encouraging. [8] proposed a system to classify web pages using Neural 
Networks. [10] used a combined approach of Page Rank and Feature Selection. [11] proposed a 
method that made use of other information in a web page such as images, audio and video. In this 
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paper, we propose a novel method that use Binary relevance (BR) method of Multi-label 
Classification (ML) and an ontology to categorize a new web page in a semantic web platform 
used to share knowledge from different communities.  
 
The mult-label classification problem has been studied in the work of [1], [4], [5], [12], [13], [14], 
[15]. The diverse applications of multi-label classification are studied in several domains, such as 
text categorization. In our context, we apply the ML to predict the categories of a new web page. 

In the literature, Multi-label classification approaches can be divided into transformation and 
adaptation methods. A comprehensive review on multi-label classification algorithms is given in 
[13]. We focus on transformation method in this paper. Transformation methods decompose the 
multilabel problem into a set of binary classification problems. The most popular method is called 
Binary (BR), which trains a binary classifier for each class (against the others), inherently 
assuming independence between the classes. In this paper, we apply a Binary relevance method to 
categorize web page.  

 
BR is a naturally multi-label classification approach. While BR has been used in many practical 
applications, it has been widely criticized for its implicit assumption of label independence which 
might not hold in the data. BR + algorithm [16], an extension of the BR algorithm, considers the 
relationship between labels, and constructs binary classification problems, similarly to BR. The 
differences are its descriptor attributes, which merge all original attributes as well as all labels, 
except the own label to be predicted. Classifier Chains [5] (CC) arrange the local classifiers in a 
chain where the outcome of a classifier is used as a feature on the next classifiers in the chain, 

allowing some dependency between labels to be modeled. In this paper, we propose to reduce the 
number of instance use in the training set of each label and to use the relationship between labels. 
An external ontology is used to define the set of positive and negative instances (pages) for each 
category (existing in an ontology) in the learning phase. Our contribution is described in the 
section 5.  
 

5. PROPOSED METHODOLOGY  
 
In this section, we give details on the methodology used to predict the categories of a new page. 
The proposed methodology contains two steps. Its main processes are described as follows. The 

first step is the learning phase. In this step, training data is partitioned into |𝑐𝑙| subsets, where |𝑐𝑙| 
means the total number of categories. Then, |𝑐𝑙| binary classifiers are built. The second step is the 

prediction phase. For a new page created and tagged, this step uses for each category 𝑐𝑙, his 
binary classifier to predict if cl is affected.  
 

5.1. Step 1: Learning Phase  
 
The first phase is selecting sibling classes, descendant classes for each category by using the 

hierarchy of ontology and built the training set of 𝑐𝑙. For each category 𝑐𝑙, we use an ontology to 

select these sibling (𝑠𝑖𝑏(𝑐𝑙)) and descendant ( 𝑑𝑒𝑠𝑐(𝑐𝑙)) classes. For the training set of the 
category 𝑐𝑙, instances that belong to 𝑐𝑙 or the descendants (𝑑𝑒𝑠𝑐(𝑐𝑙)) 𝑜𝑓 𝑐𝑙 are chosen as the 

positive instances, and other belonging to the siblings of 𝑐𝑙 are selected as negative instances. In 

the case that the class 𝑐𝑙 has no correspondent class in an ontolgoy, positive instances of 𝑐𝑙 are 

calculated by 𝑔(𝑐𝑙) and negative instances are the instances which are not selected by 𝑔(𝑐𝑙). The 

set of positive 𝑇𝑟+(𝑐𝑙) and negative 𝑇𝑟−(𝑐𝑙) instances are given as follows : 
 

If 𝑐𝑙 exist in 𝐻𝐶 then : 
 

 𝑇𝑟+(𝑐𝑙)= 𝑔(𝑐𝑙)∪𝑔(𝑑𝑒𝑠𝑐(𝑐𝑙))  
 𝑇𝑟−(𝑐𝑙)= 𝑔(𝑠𝑖𝑏(𝑐𝑙))  
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Else :  
 

 𝑇𝑟+(𝑐𝑙)= 𝑔(𝑐𝑙)  
 

 𝑇𝑟−(𝑐𝑙)=𝑃 \ {𝑔(𝑐𝑙)}  
 

The last phase of this step, is the choice of the base classifier. For each category 𝑐𝑙 a base 
classifier [19] (for example : SVM, NaiveBayes, J48,…) is trained by using the training data set 
at this category. We propose the Algorithm 1 (ML_learning), to build the set of classifiers of 

categories. This algorithm takes as input, 𝑃,𝐶,𝑇, 𝐻𝐶 the hierarchy of classes of ontology and the 
base classifier. Ontology is used to select the descendant (𝑑𝑒𝑠𝑐(𝑐𝑙)), sibling (𝑠𝑖𝑏(𝑐𝑙)) categories of 

𝑐𝑙. The Algorithm generates all the set of positive and negative examples for the class 𝑐𝑙 (line 11). 

For each page examples 𝑝∈𝑇𝑟(𝑐𝑙), it generates the rows (line 15) of the page instance 𝑝∈𝑇𝑟(𝑐𝑙) of 

the training dataset of 𝑐𝑙. it generates the training dataset (line 18) of the class 𝑐𝑙. Next, it builds 

the binary classifier (line 21) of a class 𝑐𝑙. ℎ is used to save all the binary classifiers (line 22), of 
all classes. Finally, the algorithm returns the set of classifiers (line 24). 
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5.2. Step 2: Prediction Phase  
 
This step uses the built classifiers with the algorithm 1 (ML_learning() ) to predict the categories 
of a new page tagged. The algorithm 2, ML_prediction() is used to perform the prediction. This  

algorithm takes as input the new page created and tagged, the set of classifiers ℎ, 𝐻𝐶 the 
hierarchy of classes. The algorithm traverses the set of categories and for each class, the 

corresponding classifier ℎ𝑐𝑙 is invoked (line 4). For improving the prediction phase, if a class is 
not predicted, then these descendants (line 10) are pruned in the list of classes. Finally, the 

algorithm returns the set of classes predicted (line 13) for a new page 𝑥. 
 

 
 

6. EXPERIMENTS  
 

6.1. Dataset And Experimental Setup  
 

Platform : The experiments are implemented under macOS 10.13.4 (17E199), with Intel Core i5 

@ 2,5 GHz and 8 Go RAM. The code is implemented in Java and used the weka library.  
 
Dataset : As an application area we have chosen bioinformatics2 in view of the fact that it is an 
important, that has many pages annotated by some keywords and classes of GO (Gene Ontology). 
First we extract the pageID, Keywords and Gene ontology IDs to create the pages of web 
platform. Fig.2. illustrates the whole process of collecting training data initial (a) and a fraction of 

the GO taxonomy (b) called hierarchy of categories 𝐻𝐶.  
 
The characteristics of the experimental dataset, such as pages number, categories number and tags 

number of each data set, are summarized:  
 

 Training pages number : 5199  

 Testing pages number : 3985  
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 Categories number : 630  

 Tag number : 2815  
 

 
 

Fig. 2. (a) the whole process of collecting training data (b) a fraction of the Gene Ontology 

 

6.2. Evaluation Metrics  
 
The metrics precision (P), recall (R) and Fmeasure (F1) are proposed to evaluate our method. The 
precision, recall and F1 for the i –th example are defined as : 

 

 
 

where, for an example i, 𝑌𝑖 is the set containing all of the predicted classes, and 𝑍𝑖 the set 
including all of its true classes. There are two methods to combine the performance of all 
instances to evaluate the results measured on a dataset with n instances labeled: the micro-
averaging version and the macro-averaging version. We use the macro-averaging version, the 

precision 𝑃, recall 𝑅 and 𝐹1 are first computed for each instance and then averaged. 
 

 
 

6.3. Experiments Results And Analysis  
 

To observe the performance of the method proposed to place the pages in the good categories, we 
use some base classifiers: SVM, NaiveBayes, J48. The results (Table 3.) show that the method 
gives the good performance and proposed method +SVM gives the better performance.  

 
Table 3. The experimental results of proposed method with some base classifiers 
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The performance of the Proposed method compares with BR are shown in Table 4. Table 4 shows 
the performance of the Proposed method and BR method from few categories. Proposed method 

has the best performance in Precision, Recall and Fmeasure than BR. The macro-averaging 𝐹1 for 

Proposed method (76.96%) is better than macro-averaging 𝐹1 of BR(26.28%). This best 
performance is due firstly to the use of the ontology. Thus, we can come to a conclusion that our 
method proposed improve the performance of the method BR of Multi-label classification. 
 

Table 4. BR method vs Proposed method for five categories. 

 

 
 

7. CONCLUSIONS  
 
In this paper, we propose a novel method based on Multi-label Classification (ML) using an 

ontology for web page classification. In the learning phase, the ontology is used to select the set 
of positive and negative intances for learning and building the training set. In the prediction 
phase, ontology is used to improve the execution time of the method of Mutli-label Classification. 
Experiment results on a data downloaded from the biological database Uniprot 
(www.uniprot.org) show that proposed method improve BR method of ML. Due to its good 
performance, the method proposed is expected to be a potential approach to solve the automatic 
web page classification in a semantic web platform.  
 

In the future work, we will test our approach in more methods of Multi-label classification and 
more datasets. Furthermore, we can optimize our method by changing the base classifier, or 
trying to use different classifiers for different nodes. 
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